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Abstract— Data mining or Knowledge discovery (KDD) is 
extracting unknown (hidden) and useful knowledge from data. 
Data mining is widely used in many areas like retail, sales, e-
commerce, remote sensing, bioinformatics etc. Student’s 
performance has become one of the most complex puzzle for 
universities and colleges in recent past with the tremendous 
growth. In this paper, authors deployed data mining techniques 
like classification, association rule, chi-square etc. for knowledge 
discovery. For this study, authors have used data set containing 
Approx. 180 MCA (post graduate) students results data of  3 
colleges.  Study found that one can apply data mining 
functionalities like Chi-square, Association rule and Lift in 
Education and discover areas of improvement.  
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I. INTRODUCTION  

We are data rich but information poor - with advent of 
Information Technology (IT), our ability of data storing, 
accessing and managing have increased. However, our ability 
to interpret data has decreased  [1].  

Data mining or Knowledge Discovery (KDD) 
methodologies are used successfully to extract hidden 
knowledge in healthcare, telecommunications, financial, 
Customer relationship management etc.   

The universities are facing big challenge for improving 
performance and reducing drop outs. With the increase in 
number of institutes and students in last 5 years[5], It costs 
more to re-evaluate the failures.  As a result Universities spends  
more efforts and energy on  failures.  

 The main objective of the paper is to use data mining 
methodologies to study the student’s failures using Data mining 
techniques. Data mining techniques are used successfully in  
other areas. The study goals are:  1) to focus on areas causing 
failures 2) to improve quality of students and 3) reduce drop 
out ratio. 

For the study, we have used data of post graduate branch of 
one of the leading university of Gujarat. The  

data set used comprise of 180 students data from 3 colleges. 
The data set selected was similar to what is  

used for data mining in other areas with attributes relevant 
for analysis. Various classification techniques, e.g., decision 
trees, naïve Bayesian classification and SVM were tried. 
However, the results were unsatisfactory. After several 
demonstrations and interaction with domain experts, we finally 
designed and implemented an effective approach to perform the 
task. The final system is based on class association rules, 
general impressions and visualization. The system has been 
deployed at one of the college of MCA. 

Due to confidentiality, we will not give data specifics but 
only present a general discussion about the results. 

II. RELATED WORK  

A. Introduction : Data Mining   

Data Mining, refers to extracting of “mining” knowledge 
from large amounts of data. Data mining is also popularly 
known as Knowledge Discovery in Database and are frequently 
treated as synonyms[2][3][4],  

Data mining techniques are used to operate on large 
volumes of data to discover hidden patterns and relationships 
helpful in decision making. 

Data mining is used in a vast array of areas, and numerous 
commercial data mining systems are available. Some 
application domains are: Biomedical  

& DNA data analysis, Financial data analysis, retail 
industry, telecommunication Industry and so on[ ]. 

 

 
 

Figure: 1 KDD Process 
 
Various algorithms and techniques like Classification, 

Clustering, Regression, Artificial Intelligence, Neural 
Networks, Association Rules, Decision Trees, Genetic 
Algorithm, Nearest Neighbor method, etc., are used for 
knowledge discovery from databases. 

 

B. Related Work :Education Mining 

 
Mining in educational environment is called Educational 

Data Mining.  
As per Alaa el-Halees , Data Mining can be used in 

educational field to enhance and evaluate the learning process  
students. .  
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Pandey and Pal explored the use of Bayes Classification on 
17th attributes to found whether new comer students will be 
performer or not.  

 Hijazi and Naqvi applied simple linear regression analysis 
to discover that the factors like mother's education and student's 
family income were highly correlated with the student 
academic performance or not.  

Using data analysis, Galit  tried  to predict the results and to 
warn students at  risk before their final exams.  

Decision tree model was used by Al-Radaideh, et al to 
predict the final grade of students. Three different classification 
methods namely ID3, C4.5, and the NaïveBayes were used. 
The  outcome of their results indicated that Decision Tree 
model had better prediction than other models.  

 Pandey and Pal applied association rule and try to  find the  
inter stingness of student in opting class teaching language.  

As per Ayesha, Mustafa, Sattar and Khan,we may use  k-
means clustering algorithm to predict student‟s learning 
activities.  

The applications of ata mining technique may be helpful for  
University, Faculty, Colleges as well as for students.  

 
[1] EXPERIMENT: Result Mining : Analysis of Data 

Mining Techniques in Education  
 

3.1 Data Extraction, Transformation and Load ( ETL) 
 
In this paper, authors have selected data set from one of the 

Largest university “Gujarat Technological University (GTU)” 
of Gujarat.  The data sample picked up was from Post graduate 
course “Master of Computer Application”.  

 
Following steps were carried out as a part of ETL:  

1) Data Selection 
Data of 3 Institutes out of 40  
Total 180 students data collected out of 1228 

2) Data collection 
University Result  data  was collected form results ie. GTU 

Web portal (link; www.gtu.ac.in). 
  

3) Data cleaning , Integration and Trasformation 
Missing values:  In case of non availability of data students 

mark sheets were used to collect data.  Result was initially 
entered into excel file. 

 
Data removed which were meeting following criteria: a) 

Data of left out students b) students having ATKT in all 
subjects of semester c) Marks of practical subjects are not 
included in analysis 

 
4) Data Load  

Various excel files created were used for application of data 
mining techniques. The data were converted into required 
format on need basis.  

 
3.2  Data Mining Technique:Chi-square (χ²) 

In probability theory and statistics, The chi-square test will 
be used to test for the "goodness to fit" between observed and 
expected data according to a specific hypothesis. 

 
  χ² =  SQRT(  (observed – expected) 2  / expected) 
 
Data used for this technique was for one institute as below: 
 
Hypothesis: there is no difference in institute result and 
university result. 
 
 Institut

e 
Univers

ity 
Total 

Fail 43 (30) 369(38
2) 

412 

Pass 47 (60) 769(75
6) 

816 

Total 90 1138 1228 

 
Figures in brackets indicate expected value (e) and is 

derived  for each cell e.g.  E11=90*412/1228 = 30.195 
 
For the above data the value we get for χ² = 9.11 
 
To test hypothesis, let us find out Chi-square value from 

table with K level of significant.  
 
degree of Freedom  = (r-c) (r-c) = (2-1)(2-1) = 1 
We will use pre-defined significance (alpha) as 0.05 (5%) 

and value returned from table or degree of freedom as 1 is 3.84.  
 
Here, Chi-square value  9.11, which is greater than 3.84. 

So, the hypothesis is accepted i.e. there is no difference 
between institute and university result.  

 
3.2  Data Mining Technique Apriori Algorithm  

 
Data considered for Applying apriori algorithm was of 42 

failed students out of 120 students.  
 
Case1: The minimum support considered as 4 failures.  
 
Step 1 : The L1 found as individual items(subjects). 
Here, all counts are above in. support >= 4 

 
Step 2; L1 x L1 resulted as  
Here, after applying min. support >=4 the L2XL2 is  
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Step 3: L3 is as below  

   
 
Step 4: L4 is as below 

 
After applying min. support we get 4-itemset frequent 

pattern for failure as { FON,WTAD,OR,MIS}.  
 
Case 2: If select Minimum support as 20% i.e. count as 8  

count of 42, then it will return Frequent pattern as  
[1] WTAD,MIS and  ii) WTAD,OR 

 
3.3 Data Mining Technique: Association Rule  

 
To build association rules, we will derive confidence. Let 

us try to build association rules Based on WTAD subject as 
WTAD is the subject having maximum number of failures. 

 
   Confidence (A->B) = P(B/A)=P(ANB)/P(A) 
 
 Su

pport  
of  
LHS 
and 
RHS 

Frequ
ency 

 of  
LHS 

Confid
ence 

WTAD OR 10 28 36% 
WTADMIS 10 28 36% 
FON WTAD, 

OR ,MIS  
4 11 36% 

FONWTAD 7 11 64% 

WTADFON 7 28 25% 
 
From above data, we can make out that FON->WTAD is 

the strong rule and association rule can be written as  
 
Fails(X,FON)=>FAILS(X,WTAD) (supp= 25%    , 

conf=64%)  
 

3.4 Data Mining Technique : Lift  
 
Support and confidence measures are insufficient at 

filtering out uninteresting association rules. Lift (co-relation) 
measure is used to tackle this weakness.  

 
Lift  of item set A is independent of the occurrence of 

itemset B if P(A [ B) = P(A)P(B); otherwise, itemsets A and B 
are dependent and correlated as events.  

 
The lift between the occurrence of A and B can be 
measured by computing  
  LIFT(A,B)=P(AUB)/P(A)*P(B) 
 
Here,  
  P(WTAD,FON) = 7/42 = 0.166 
  P(WTAD) = 7/42 = 0.66 
  P(FON) = 0.25 
 LIFT(WTAD,FON) = P(WTAD,FON) / 

P(WTAD)*P(FON) 
    = 0.166 / ( 0.66 * 0.25) 
    = 1.05 > 1 
Conclusion:  
 WTAD and OR failures are dependent  
 As Lift > 1 , There is positive co-relation between OR 

and WTAD. 
4 Conclusion 

From the study, authors found out that:  
1. From Chi-Square test, the conclusion is that we use to 

verify the performance of institutes with Top most institute 
results.  

2. From Association Rule, the conclusion is that using the 
rules, we can predict number of failures of subject.  

3. From Apriori Algorithm, the conclusion is that we used to 
choose frequent pattern ( subjects in which students are 
having most of the time failures). 

4. From LIFT, the conclusion is that we can detect interesting 
ness among the subjects,. 

 
In this paper, we analyzed the technique for result mining. 

This study will help the institutes and faculties to  
1. Focus on critical areas like subject(s), students etc. 
2. In decision making while subject allocation and elective 

selection 
3. In  improving performance of students 

 
 Using the technique discussed in this paper, one can access 

the performances in a particular subject which is accessed by a 
teacher. 
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III. FEATURE WORK  

The focus of current work is to experiment the application 
of Data mining techniques in Education. To apply various data 
mining functionalities with automated tools and prepare detail 
framework for result mining.  
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