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Abstract— A distributed system is much larger and more 

prevailing than typical centralized systems due to the combined 

capabilities of distributed components. Examples of distributed 

systems include computer networks, distributed databases, 

distributed information processing systems and real time process 

control systems. In this paper, we review diverse models that are 

used to classify deadlock detection algorithms and determine the 

condition for detecting deadlock. 

Index Terms— Distributed Deadlock, WFG, Communication 

Deadlock, Deadlock Models. 

I. INTRODUCTION 

Deadlock can take place whenever two or more processes 

are competing for limited resources and the processes are 

allowed to attain and hold a resource (obtain a lock) thus 

preventing others from using the resource while the process 

waits for other resources. 

There are three ways to deal with distributed deadlocks, 

namely: deadlock prevention, deadlock avoidance and 

deadlock detection. In deadlock prevention algorithm a process 

executes by forming wait-for relations with other conflicting 

processes in distributed systems. But deadlock prevention 

algorithms are inefficient and impractical for distributed 

systems [7]. Dijkstra has proposed the Banker’s algorithm 

which serves as a basis for all deadlock avoidance algorithms. 

Banker’s algorithm is widely used to avoid deadlocks in 

centralized systems. Since the resource requirement of a 

process depends on run-time inputs, complex branching and 

execution environment, Banker’s algorithm cannot be used to 

avoid deadlocks in practice [8]. Many algorithms have been 

proposed in the literature for deadlock avoidance in specific 

distributed systems where the distributed WFG are non-

recursive and known priori.  

Deadlock Detection is more optimistic and feasible than 

deadlock prevention and avoidance methods. Distributed 

deadlock detection algorithms have maintained the WFG to 

represent the dynamic wait-for dependencies between 

distributed processes. The WFG is then analyzed periodically 

or continuously to detect the presence of deadlock.  

Four principles, namely path pushing, edge chasing, 

diffusing computation and global state detection have been 

used to sense distributed deadlocks in the literature. Many path 

pushing based algorithms are disproved later. Edge chasing is 

mainly used to detect resource deadlocks whereas diffusing 

computation is widely used to detect communication deadlocks 

and generalized deadlocks [12]. Global State detection is used 

to determine the stable properties such as deadlock detection, 

termination detection in distributed systems. 

II.  RESOURCE DEADLOCK DETECTION ALGORITHMS 

Deadlock Detection is more optimistic and feasible than 

deadlock prevention and avoidance methods. Distributed 

deadlock detection algorithms have maintained the WFG to 

represent the dynamic wait- for dependencies between 

distributed processes. The WFG is then analyzed periodically 

or continuously to detect the presence of deadlock.  

Four principles, namely path pushing, edge chasing, 

diffusing computation and global state detection have been 

used to detect distributed deadlocks in the literature. Many path 

pushing based algorithms are disproved later. Edge chasing is 

mainly used to detect resource deadlocks whereas diffusing 

computation is widely used to detect communication deadlocks 

and generalized deadlocks [1]. Global State detection is used to 

determine the stable properties such as deadlock detection, 

termination detection in distributed systems. 

Depending on the distributed application/environment, a 

process can make different type of requests Sanchez et. al.[2] 

have defined various request models, namely SR model, AND 

model, OR model, AND-OR model, P out-of Q model and 

Unrestricted model. Those models are used to classify 

deadlock detection algorithms and determine the condition for 

detecting deadlock. 

A. Single Resource Model 

SR model is the simplest request model of distributed 

environment. Because of its simplicity, this model has been 

widely used to model resource acquisition. AND model, also 

known as Resource deadlock model, is the generalization form 

of SR model. A typical resource request of a transaction in the 

Database System is an example of AND request. In both SR 

and AND model, the presence of cycle in the WFG implies 
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deadlock. The basic principle behind the algorithms that detect 

deadlocks in SR and AND model is discussed as follows. 

B. AND Model 

Prieto et al[3] have proposed the distributed algorithm in 

which a blocked process sends two types of messages in two 

different directions. It declares deadlock once a process 

receives the information about the same process in both type of 

messages. It simplifies a deadlock resolution by aborting a 

process in the message to resolve deadlock. 

None of the above algorithms are able to identify deadlocks 

in which the initiator is not directly involved in the cycle [4]. 

These have proposed another algorithm in which deadlocks can 

be detected even if the initiator does not belong to any 

deadlock cycle. The initiator of this algorithm builds the 

Directed Spanning Tree (DST) by propagating probes among 

its dependents. A probe carries the dependency relationship 

(route string) among the processes. Based on the information 

about data dependency between the processes, it determines a 

deadlock. However, it suffers with few limitations. First, all 

deadlocks reachable from the initiator may not be resolved by a 

single execution of the algorithm. Second, deadlock detection 

algorithm works correctly for single execution of the 

algorithm, but it would detect phantom deadlocks in case of 

multiple executions [4]. 

Sanchez et al.[2] have proposed history based edge chasing 

algorithm to detect deadlock irrespective of whether the 

initiator is directly or indirectly involved in the deadlock 

cycle[3]. In this algorithm, a probe comprises two parameters 

namely the initiator id and an integer string called route string. 

When a process receives the first probe message, it stores a 

probe in its memory and forwards the probe to its dependents 

after appending its id in route-string. Upon receiving a 

message, if the route-string in the message is a prefix of the 

route-string in the memory in any process, this algorithm 

declares a deadlock. Since the deadlock resolution is initiated 

immediately after detecting the deadlock, it significantly 

reduces the deadlock persistence time. Moreover, it minimizes 

the messages for handling the executions of the algorithm 

using the priorities associated with each process and avoids the 

detection of same deadlock. 

Sanchez et al.[3] have proposed a priority based probe 

algorithm to simplify the detection of multi-cycle deadlocks[8]. 

In this algorithm, the priority is maintained in each process. 

Whenever a process is blocked, it initializes the algorithm and 

circulates the token/probe among its dependents. Upon 

receiving a token, a process compares the priority in the token 

with its own priority. If the token is attached with highest 

priority, the token is forwarded to its dependents; otherwise, 

the priority is updated and the token is subsequently dropped. 

Therefore, when multiple processes initiate the algorithm, 

different priorities are attached with the token that belongs to 

different instance of the algorithm. As a result, if a deadlock 

exists, a token initiated by a process that has higher priority 

will automatically return to the initiator. Moreover, it does not 

circulate separate messages to clean up the storage of processes 

as in the existing probe based deadlock detection algorithms. 

Razzaque et. al.[4] have proposed an algorithm which 

detects mutli-cycle deadlock detection using probe discard 

policy. According to the policy, if a process that has already 

received the probe, receives a probe of another instance, it 

discards the probe message. Hence, all processes in a deadlock 

cycle participate in the execution of single instance at a time. It 

also simplifies the deadlock by victimizing a single process 

that is waiting for more number of resources. Rahimalipour et. 

al.[7] have proposed another algorithm which enforces the 

probe discard policy for detecting multi-cycle deadlocks using 

daemons. It considerably reduces the message overhead and 

memory overhead associated with each process as in 

Razzaque’s algorithm. 

Ashfield et al [8] have used agent based edge chasing 

algorithm to determine deadlock in the AND model. In this 

algorithm, each process is aware of its predecessors and 

successors simultaneously. Hence, it detects a deadlock cycle 

with size two locally as compared to the earlier algorithms. 

These have proposed another agent based algorithm in which 

mobile agents are moved across the distributed systems for 

collecting adequate information to determine deadlock. 

Ashfield et al have proposed a mobile agent based deadlock 

detection algorithm, called M-Guard, which collects the 

resource request/ allocation information about the processes 

[9]. The agents are moving along the information among the 

distributed processes to determine deadlocks. This algorithm 

slightly reduced the network traffic as compared to other 

mobile agent based algorithms. 

In a faulty distributed system, faulty processes may 

interrupt the execution of deadlock detection algorithms. These 

have proposed a distributed deadlock detection algorithm by 

integrating priority-based probe algorithm and fault diagnosis 

model. In this algorithm, the probe is propagated in a backward 

direction. In this algorithm, the probe message carries the 

information about faulty processes along with the initiator. If a 

process receives a probe from a non faulty process, it forwards 

the probe message; otherwise, it discards the probe and sends a 

message to clean up the storage of processes that have already 

received the probe messages. Ashfield et al [8] have proposed 

token based fault tolerant algorithm which can handle the loss 

of resource release messages. 

III. COMMUNICATION DEADLOCK DETECTION ALGORITHMS 

OR Model  

The OR model, also called as communication model, is 

used to represent the alternative structures in programming 

languages such as CSP, ADA and replicated database systems.  

 Ashfield et al [8] have proposed a knot detection algorithm 

which detects a knot by checking whether all processes that are 

reachable from the initiator are in a cycle with the initiator. In 

this algorithm, a process does not know the resource requests 

of other processes. It also avoids the propagation of reply 

messages through the processes that are not reachable from the 
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initiator. Comparing to the other algorithms in this category, 

this algorithm detects all nodes that are involved in the knot. 

Hence, it simplifies the deadlock resolution. 

The algorithms in the third category detects an OR 

deadlock by detecting a knot which is defined as a strongly 

connected subgraph. In a strongly connected subgraph, there is 

no edge directed outside the subgraph. 

IV.  DEADLOCK DETECTION ALGORITHMS FOR GENERAL 

MODEL 

A. AND-OR Model 

The AND-OR model allows a process to specify the 

resource requests as a predicate by using logical AND and  OR 

operators. In this model, deadlock is detected by applying the 

test for OR deadlock repeatedly. The algorithms that are used 

to detect deadlocks in AND-OR model are described below. 

Ashfield  et al[8] have presented another algorithm which 

uses two levels of deadlock detection procedures. In the first 

level, the algorithm search for a cycle in the WFG. If the cycle 

is found, the second- level algorithm which is similar to 

Harman and Chandy’s algorithm is initiated by the qualified 

initiator. However, if the cycle does not exist in the WFG, it 

does not invoke the second level algorithm. Since it controls 

the tree computation, it reduces the communication cost as 

compared to the Herman’s algorithm. 

B. Generalized/ P out-of Q Model 

P out-of Q Model is the generalization of all previous 

models. Although the generalized request model is equivalent 

to the AND-OR model, the length of the predicate in P out-of 

Q model is P. Moreover, the P out-of Q model defines 

distributed deadlock problem independent of the underlying 

request model. It brings more flexibility by permitting the 

distributed processes to change the resource request model. 

Since the presence of cycle or knot in the WFG is insufficient 

to determine a deadlock, the generalized deadlock detection 

algorithms have to examine some complex topology in the 

WFG [1]. Hence, very few generalized deadlock 

detection algorithm have been proposed in the literature. The 

working principle of all generalized deadlock detection 

algorithms is discussed as follows. 

Ashfield et al [8] has proposed an algorithm in which the 

initiator constructs the LWFG by using the ancestor-

descendent relationship between the processes. It uses less than 

2e messages in 2d time units to detect a deadlock. It reduces 

the message length into O (e-n+m), where m indicates the 

number of nodes that are not associated with any non-tree 

edges in the spanning tree induced by the algorithm. However, 

it needs additional technique to assign a unique path string to 

each node in the WFG and to interpret the path strings for 

constructing LWFG at the initiator. In contrast to Chen’s 

algorithm, it resolves all deadlocks reachable from the initiator. 

C. Unrestricted Model 

In unrestricted model, there is no assumption about 

underlying structure of resource requests. The deadlock 

detection algorithms of this model have more theoretical value 

from the perspective of distributed systems. Moreover, those 

algorithms can be used to detect other stable properties such as 

distributed monitoring and distributed debugging and global 

state detection. However, the deadlock detection algorithms 

developed for this model carry the additional overhead which 

can be avoided in the algorithms designed for previous models. 

Also, those algorithms have to search the whole system to 

construct the WFG for deadlock detection.  

Designing algorithms for controlling distributed system is 

difficult due  to  the  following reasons: First,  there is  no  

single site/computer that controls  the  entire  distributed 

system.  Second, computers/sites have to exchange messages 

with other computers to perform a task. In this chapter we 

study diverse communication and recourse deadlock detection 

algorithms. 

V.  CONCLUSION 

Deadlock detection is cumbersome in distributed systems 

since no site has complete knowledge about the resource 

requirements of all processes. The distributed deadlock 

detection algorithms are classified based on the underlying 

deadlock models such as AND model, OR model, AND-OR 

model and P out-of Q model. Among the models, P out-of Q 

model, also called as generalized request model, has the 

modeling power of all other models and much more concise 

expressive power than other models. However, it is difficult to 

detect deadlock in the generalized request model. It is observed 

that only very few algorithms have been proposed to detect 

deadlock in the literature. Though the algorithms have reduced 

the deadlock duration through the years, they have paid very 

little attention on other key measures such as number of 

messages and message size. 
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