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Abstract— A hybrid variable latency carry skip adder (CSKA) 

structure that has a higher speed yet lower energy consumption 

compared with the conventional one is presented in this paper. 

Hybrid variable latency extension of the proposed structure, 

lowers the power consumption without considerably impacting 

the speed, is presented. This extension utilizes a modified parallel 

structure for increasing the slack time, and hence, enabling 

further voltage reduction. The modified structure make use of  

Han-Carlson adder. The proposed structures are assessed by 

comparing their speed, power, and energy parameters with those 

of other adders. The results that are obtained on simulations 

reveal, that improvements are there in the delay and energy 

compared with those of the conventional CSKA. In addition, the 

power–delay product was the lowest among the structures 

considered in this paper. Simulations on the proposed hybrid 

variable latency CSKA reveal reduction in the power 

consumption compared with the latest works in this field while 

having a reasonably high speed. 

 

Keywords— Carry skip adder (CSKA), energy efficient, high 

performance, hybrid variable latency adders, voltage scaling.  

I. INTRODUCTION  

Adders are a key building block in arithmetic and logic 

units (ALUs)  and hence increasing their speed and reducing 

their power/energy consumption strongly affect the speed and 

power consumption of processors. It is highly desirable to 

achieve higher speeds at low-power/energy consumptions, 

which is a challenge for the designers of general purpose 

processors. 

 

One of the effective techniques to lower the power 

consumption of digital circuits is to reduce the supply voltage 

due to quadratic dependence of the switching energy on the 

voltage. Moreover, the subthreshold current, which is the main 

leakage component in OFF devices, has an exponential 

dependence on the supply voltage level through the drain-

induced barrier lowering effect . Depending on the amount of 

the supply voltage reduction, the operation of ON devices may 

reside in the super threshold, near-threshold, or subthreshold 

regions. Working in the super threshold region provides us 

with lower delay and higher switching and leakage powers 

compared with the near/subthreshold regions. In the 

subthreshold region, the logic gate delay and leakage power 

exhibit exponential dependences on the supply and threshold 

voltages. Moreover, these voltages are (potentially) subject to 

process and environmental variations in the nano scale 

technologies. The variations increase uncertainties in the 

aforesaid performance parameters. In addition, the small 

subthreshold current causes a large delay for the circuits 

operating in the subthreshold region. 

 

Recently, the near-threshold region has been considered as 

a region that provides a more desirable tradeoff point between 

delay and power dissipation compared with that of the sub 

threshold one, because it results in lower delay compared with 

the subthreshold region and significantly lowers switching and 

leakage powers compared with the super threshold region. In 

addition, near-threshold operation, which uses supply voltage 

levels near the threshold voltage of transistors , suffers 

considerably less from the process and environmental 

variations compared with the sub threshold region. 

 

The dependence of the power (and performance) on the 

supply voltage has been the motivation for design of circuits 

with the feature of dynamic voltage and frequency scaling. In 

these circuits, to reduce the energy consumption, the system 

may change the voltage (and frequency) of the circuit based 

on the workload requirement . For these systems, the circuit 

should be able to operate under a wide range of supply voltage 

levels. Of course, achieving higher speeds at lower supply 

voltages for the computational blocks, with the adder as one 

the main components, could be crucial in the design of high-

speed, yet energy efficient, processors. 

 

      In addition to the knob of the supply voltage, one may 

choose between different adder structures/families for 

optimizing power and speed. There are many adder families 

with different delays, power consumptions, and area usages. 

Examples include ripple carry adder (RCA), carry increment 

adder (CIA), carry skip adder (CSKA), carry select adder 

(CSLA), and parallel prefix adders (PPAs).  The RCA has the 

simplest structure with the smallest area and power 

consumption but with the worst critical path delay. In the 
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CSLA, the speed, power consumption, and area usages are 

considerably larger than those of the RCA. The PPAs, which 

are also called carry look-ahead adders, exploit direct parallel 

prefix structures to generate the carry as fast as possible . 

There are different types of the parallel prefix algorithms that 

lead to different PPA structures with different performances. 

As an example, the Kogge–Stone adder (KSA)  is one of the 

fastest structures but results in large power consumption and 

area usage.  

      The CSKA, which is an efficient adder in terms of 

power consumption and area usage. The critical path delay of 

the CSKA is much smaller than the one in the RCA, whereas 

its area and power consumption are similar to those of the 

RCA. In addition, the power-delay product (PDP) of the 

CSKA is smaller than those of the CSLA and PPA structures . 

In addition, due to the small number of transistors, the CSKA 

benefits from relatively short wiring lengths as well as a 

regular and simple layout. The comparatively lower speed of 

this adder structure, however, limits its use for high-speed 

applications. 

A. OBJECTIVE 

In this paper, a structure, based  on the variable latency 

technique, which in turn lowers the power consumption 

without considerably impacting the CSKA speed, is  

presented. To the best of our knowledge, no work 

concentrating on  the design of (hybrid) variable latency 

CSKA structures modified using Han-Carlson parallel prefix 

adder have been reported in the literature. Hence, the 

contributions of this work can be summarized as follows. 

• Proposing a hybrid variable latency CSKA structure 

based on the extension of the  CI-CSKA, by replacing some of 

the middle stages in its structure with a PPA, which is 

modified in this work. 

• The modification is achieved  by  making  use of  

Han-Carlson parallel prefix  adder .  

 

 

II. EXISTING SYSTEM 

A.   simple strategy for optimized design of one-level carry-

skip adders    

The conventional structure of the CSKA consists of stages 

containing chain of full adders (FAs) (RCA block) and 2:1 

multiplexer (carry skip logic). The RCA blocks are connected 

to each other through 2:1 multiplexers, which can be placed 

into one or more level structures[2] . The CSKA configuration 

(i.e., the number of the FAs per stage) has a great impact on 

the speed of this type of adder. 

 

 
 

Fig.1 Structure of conventional CSKA[2] 

 

The structure of an N-bit Conv-CSKA, which is based on 

blocks of the RCA (RCA blocks), is shown in Fig. 1. In 

addition to the chain of FAs in each stage, there is a carry skip 

logic. For an RCA that contains N cascaded FAs, the worst 

propagation delay of the summation of two N-bit numbers, A 

and B, belongs to the case where all the FAs are in the 

propagation mode. It means that the worst case delay belongs 

to the case where 

Pi = Ai ⊕ Bi =1 for i = 1, . . . , N 

where Pi is the propagation signal related to Ai and Bi.The 

N FAs of the CSKA are grouped in Q stages. Each stage 

contains an RCA block with Mj FAs ( j = 1, . . . , Q) and a 

skip logic. In each stage,the inputs of the multiplexer (skip 

logic) are the carry input of the stage and the carry output of 

its RCA block (FA chain). In addition, the product of the 

propagation signals (P) of the stage is used as the selector 

signal of the multiplexer. The CSKA may be implemented 

using FSS and VSS where the highest speed may be obtained 

for the VSS structure . Here, the stage size is the same as the 

RCA block size. 

 

B. High-speed and energy-efficient carry skip adder operating 

under a wide range of supply voltage levels 

The structure is based on combining the concatenation and 

the incrementation schemes  with the Conv-CSKA structure, 

and hence, is denoted by CI-CSKA. It provides us with the 

ability to use simpler carry skip logics. The logic replaces 2:1 

multiplexers by AOI/OAI compound gates (Fig. 2). The gates, 

which consist of fewer transistors, have lower delay, area, and 

smaller power consumption compared with those of the 2:1 

multiplexer [8]. Note that, in this structure, as the carry 

propagates through the skip logics, it becomes complemented. 

Therefore, at the output of the skip logic of even stages, the 

complement of the carry is generated. 
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Fig 2 CI-CSKA structure[3] 

 

The adder contains two N bits inputs, A and B, and Q 

stages. Each stage consists of an RCA block with the size of 

Mj ( j = 1, . . . , Q). In this structure, the carry input of all the 

RCA blocks, except for the first block which is Ci , is zero 

(concatenation of the RCA blocks).Therefore, all the blocks 

execute their jobs simultaneously 

 

III. PROPOSED SYSTEM 

In this section, first, the structure of a generic variable 

latency adder, which may be used with the voltage scaling 

relying on adaptive clock stretching, is described. Then, a 

modified hybrid variable latency CSKA structure is proposed. 

 

A. Variable latency adders relying on adaptive clock streching 

The basic idea behind variable latency adders is that the 

critical paths of the adders are activated rarely. Hence, the 

supply voltage may be scaled down without decreasing the 

clock frequency. If the critical paths are not activated, one 

clock period is enough for completing the operation. In the 

cases, where the critical paths are activated, the structure 

allows two clock periods for finishing the operation. Hence, in 

this structure, the slack between the longest off-critical paths 

and the longest critical paths determines the maximum amount 

of the supply voltage scaling. Therefore, in the variable 

latency adders, for determining the critical paths activation, a 

predictor block, which works based on the inputs pattern, is 

required. 

 

 
Fig. 3 Generic structure of variable latency adders based on 

RCA[3]. 

 

The concepts of the variable latency adders, adaptive clock 

stretching, and also supply voltage scaling in an N-bit RCA 

adder may be explained using Fig. 3. The predictor block 

consists of some XOR and AND gates that determines the 

product of the propagate signals of considered bit positions. 

Since the block has some area and power overheads, only few 

middle bits are used to predict the activation of the critical 

paths at price of prediction accuracy decrease. In Fig. 3.1, the 

input bits ( j + 1)th–( j + m)th have been exploited to predict 

the propagation of the carry output of the j th stage (FA) to the 

carry output of ( j +m)th stage. For this configuration, the 

carry propagation path from the first stage to the Nth stage is 

the longest critical path (which is denoted by Long Latency 

Path (LLP), while the carry propagation path from first stage 

to the ( j+m)th stage and the carry propagation path from ( j 

+1)th stage to the Nth stage (which are denoted by Short 

Latency Path (SLP1) and SLP2, respectively) are the longest 

off-critical paths. It should be noted the paths that the 

predictor shows are (are not) active for a given set of inputs 

are considered as critical (off-critical) paths. Having the bits in 

the middle decreases the maximum of the off-critical paths. 

The range of voltage scaling is determined by the slack time, 

which is defined by the delay difference between LLP and 

max(SLP1, SLP2). Since the activation probability of the 

critical paths is low , the clock stretching has a negligible 

impact on the throughput (e.g., for a 32-bit adder, m = 6–10 

may be considered \. There are cases that the predictor 

mispredicts the critical path activation. By increasing m, the 

number of misprediction decreases at the price of increasing 

the longest off-critical path, and hence, limiting the range of 

the voltage scaling. Therefore, the predictor block size should 

be selected based on these tradeoffs. 
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B. Proposed hybrid variable latency CSKA structure 

 The basic idea behind using VSS CSKA structures 

was based on almost balancing the delays of paths such that 

the delay of the critical path is minimized compared with that 

of the FSS structure. This deprives us from having the 

opportunity of using the slack time for the supply voltage 

scaling. To provide the variable latency feature for the VSS 

CSKA structure, we replace some of the middle stages in our 

proposed structure with a PPA modified in this paper. It 

should be noted that since the Conv-CSKA structure has a 

lower speed than that of the proposed one, in this section, we 

do not consider the conventional structure. The proposed 

hybrid variable latency CSKA structure is shown in Fig. 3.2 

where an Mp-bit modified PPA is used for the pth stage 

(nucleus stage). Since the nucleus stage, which has the largest 

size (and delay) among the stages, is present in both SLP1 and 

SLP2, replacing it by the PPA reduces the delay of the longest 

off-critical paths. Thus, the use of the fast PPA helps 

increasing the available slack time in the variable latency 

structure. It should be mentioned that since the input bits of 

the PPA block are used in the predictor block, this block 

becomes parts of both SLP1 and SLP2. 

 
Fig. 4. Structure of the proposed hybrid variable latency 

CSKA[3] 

 

Here, the parallel prefix network is modified using the Han-

Carlson parallel prefix adder. 

 

C. Modification using Han-Carlson Adder 

 

 
 

Fig. 5 Prefix Graph of a 16-bit Han-Carlson Adder 

   

Figure 5 shows the prefix graph for a 16-bit Han-Carlson 

adder. It is a hybrid design combining stages from Brent-Kung 

and Kogge-Stone. It has five stages, the first stage resembles 

Brent-Kung adder and the middle three stages resemble 

Kogge-Stone adder. It possess wires with shorter span than 

Kogge-Stone. The dot operator was placed in the odd bit 

positions in the initial stages, but the dot operator was placed 

in the even bit positions in the final stage. The delay in this 

structure is given by [(log2 n) +1], while the computation 

hardware complexity is .The hardware complexity 

is reduced compared to Kogge-Stone adder. 

As shown in the figure,4 in the preprocessing level, the 

propagate signals (Pi ) and generate signals (Gi ) for the inputs 

are calculated. In the next level, using Han-Carlson parallel 

prefix network, the longest carry (i.e., G8:1) of the prefix 

network along with P8:1, which is the product of the all 

propagate signals of the inputs, are calculated sooner than 

other intermediate signals in this network. The signal P8:1 is 

used in the skip logic to determine if the carry output of the 

previous stage (i.e., CO,p−1) should be skipped or not. In 

addition, this signal is exploited as the predictor signal in the 

variable latency adder. It should be mentioned that all of these 

operations are performed in parallel with other stages. In the 

case, where P8:1 is one, CO,p−1 should skip this stage 

predicting that some critical paths are activated. On the other 

hand, when P8:1 is zero, CO,p is equal to the G8:1. In 

addition, no critical path will be activated in this case. After 

the parallel prefix network, the intermediate carries, which are 

functions of CO,p−1 and intermediate signals, are computed 

(Fig. 3.2). Finally, in the postprocessing level, the output sums 

of this stage are calculated. It should be noted that this 

implementation is based on the similar ideas of the 

concatenation and incrementation concepts used in the CI-

CSKA discussed earlier. It should be noted that the end part of 

the SPL1 path from CO,p−1 to final summation results of the 

PPA block and the beginning part of the SPL2 paths from 

inputs of this block to CO,p belong to the PPA block (Fig. 

3.2). In addition, similar to the proposed CI-CSKA structure, 

the first point of SPL1 is the first input bit of the first stage, 

and the last point of SPL2 is the last bit of the sum output of 

the incrimination block of the stage Q. The larger size 

(number of bits), compared with that of the nucleus stage in 

the original CI-CSKA structure, leads to the decrease in the 

number of stages as well smaller delays for SLP1 and SLP2. 

Thus, the slack time increases further. 

 

IV. IMPLEMENTATION RESULTS 

 The proposed hybrid variable latency adder is 

implemented in Verilog HDL. The simulations are performed 

using ModelSim.The results show that the highest power 

(energy) reduction of ~29% belongs to the RCA structure, 

which has due the highest slack time. In this case, the supply 

voltage reduction was 0.2 V. In the case of the standard 
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C2SLA, since the slack time was small, the voltage reduction 

was ~0.05 V, which led to a power reduction of 6%. For the 

hybrid C2SLA, the slack time was higher than that of the 

standard C2SLA and hence the voltage reduction of ~0.1 V 

became possible. This provided a higher power reduction 

(~13%). Finally, the hybrid CSKA had a larger slack 

compared with that of the hybrid C2SLA, and hence, the 

voltage reduction of ~0.15 V was possible. This provided the 

structure with a power reduction of ~23% . The very low 

delay of the proposed hybrid variable latency CSKA along 

with its lower power consumption result in the minimum PDP 

for this structure.  

Timing Summary: 

• Maximum combinational path delay: 20.145ns 

• Total memory usage is 255140 kilobytes 

 

 

Table 1.1Device utilization summary 

 

CONCLUSION 

In this paper, a hybrid variable latency CSKA was 

proposed, which exhibits a higher speed an lower energy 

consumption compared with those of the conventional one. It 

exploited a modified parallel adder structure at the middle 

stage for increasing the slack time, which provided us with the 

opportunity for lowering the energy consumption by reducing 

the supply voltage. The efficacy of this structure was compared 

with conventional structures. Again, the suggested structure 

showed the lowest delay and PDP making itself as a better 

candidate for high-speed low-energy applications. 

 

ADVANTAGES 

 Lowers the power consumption. 

 This extension utilizes a modified parallel 

structure for increasing the slack time. 

 Enabling further voltage reduction. 

 Lowest delay and PDP.  

 Better candidate for high-speed low-energy 

applications. 

 

APPLICATIONS 

 Used in high speed processors. 

 Used in various computational devices 

 

V. SOFTWARE DESCRIPTION 

A. Xilinx ISE 

The Xilinx ISE Simulator(ISim) is a Hardware Description 

Language(HDL) simulator that enables us to perform 

functional and timing simulations for VHDL, Verilog and 

mixed language designs. ISE Design suite14.7version is used 

in this project. Verilog is the language used for coding .The 

ISE software controls all aspects of the design flow. The main 

part of the tool is Project Navigator. Through the project 

navigator interface, we can access all of the design entry and 

design implementation tools. We can also access the files and 

documents associated with our project. This tool is used in the 

development and design of the system. It manages the  creation 

of the design from the code editor, through to synthesizing, 

placing and routing and generation and implementation of 

program files. 

 

B. Verilog 

Verilog is a Hardware Description Language, a textual 

format for describing electronic circuits and systems. It is most 

commonly used in the design and verification of digital circuits 

and systems. It is most commonly used in the design and 

verification of digital circuits at the register-transfer level of 

abstraction. It is also used in the verification of analog circuits 

and mixed-signal circuits. Applied to electronic design, Verilog 

is intended to be used for verification through simulation, for 

timing analysis, for test analysis(testability analysis and fault 

grading) and for logic synthesis. The Verilog HDL is an IEEE 

standard – number1364. 

 Hardware description languages such as Verilog differ 

from software programming languages because they include 

ways of describing the propagation time and signal strengths 

(sensitivity). There are two types of assignment operators; a 

blocking assignment (=), and a non-blocking (<=) assignment. 

The non-blocking assignment allows designers to describe a 

state-machine update without needing to declare and use 

temporary storage variables. Since these concepts are part of 

Verilog's language semantics, designers could quickly write 

descriptions of large circuits in a relatively compact and 

concise form. The designers of Verilog wanted a language with 

syntax similar to the C programming language, which was 
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already widely used in engineering software development. Like 

C, Verilog is case-sensitive and has a basic preprocessor 

(though less sophisticated than that of ANSI C/C++). Its 

control flow keywords (if/else, for, while, case, etc.) are 

equivalent, and its operator precedence is compatible with  

C. Modelsim 

ModelSim is an IDE for hardware design which provides 

behavioral simulation of a number of languages, i.e., Verilog, 

VHDL, and SystemC. The Verilog HDL is an industry 

standard language used to create analog, digital, and mixed-

signal circuits. HDL’s are languages which are used to describe 

the functionality of a piece of hardware as opposed to the 

execution of sequential instructions like that in a regular 

software application. Both of these tools are extensively in 

industry, so knowing how to use them can be beneficial later in 

the career. 
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