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Abstract— Optimization of the power system plays a major role 

in power system planning. Unit Commitment and Economic 

Dispatching are the most important part of every plant-planning 

project. Unit Commitment is the problem that searches the 

economical way for power generation, when the power 

consumption and altered constraints of the power plants are 

considered. Recently, the attention of the environmental pollution 

problem is increasing around the world. The Emission 

Constrained Unit commitment (ECUC) problem is a very 

important issue to minimize the production of electrical power 

side by side with reducing the emissions of power plants while 

meeting different system constraints. This paper formulates a 

multi objective Unit Commitment problem with valve point effect 

considered in both fuel cost and emission function using the 

Particle Swarm Optimization (PSO) technique. A new approach 

is proposed to simplify valve point loading effect. The proposed 

algorithm is applied to a 10 generating units test system in one-

day scheduling period at different types of price penalty factor 

(PPF). The power balance, generation limit, and UC constraints 

(such as minimum up/down time, spinning reserve, and initial 

state for each unit) are included in the problems formulation. 

The simulation is implemented in Matlab environment. The 

results show that there is an increase in the total operational cost 

when taking valve point loading effect into account.  

Index terms- Unit Commitment, Emission Minimization, Price 

Penalty Factor, Particle Swarm optimization (PSO). 

I. INTRODUCTION 

The solution of the problem of Economic Dispatch (ED) 

indicates that for a certain load demand, all generation units are 

required to operate together to satisfy the demand under the 

required constraints. Therefore, the economical and reliable 

scheduling is intended to reduce the working hours of 

participation of generating units during long periods of 

operation (24 hours or more). This means that there are 

operating units (committed) and other non operating units 

(uncommitted) for each hour. This is achieved by Unit 

Commitment (UC), which is a short term operation planning 

method for generation units to minimize the total production 

cost (fuel cost, startup cost, and shut down cost) using ON/OFF 

schedule over a given time horizon for generating units, while 

satisfying hourly load and system constraints [1]. For many 

years the environmental impacts were ignored in solving the 

conventional UC problem [2-4].  However, the current 

standards for smart and green electrical grids require the 

reduction of harmful emissions such as nitrogen oxides (NOx), 

sulphur dioxide (SO2), and carbon dioxide (CO2). The cost of 

reducing emissions must be added to the main fuel cost of the 

power generating units. Recent UC problem solutions have 

considered the environmental impacts without considering 

steam valve loading of the units such as in [5-6]. 

The steam generators usually have a number of steam 

admission valves that are opened or closed sequentially during 

operation of the thermal power station to control the steam 

flow, in order to respond to changing system load demands. 

However, the change in the amount of steam flow to the 

turbine will not change turbine speed; it will produce more/less 

power depending on the rate of flow change. A valve point 

loading effect is the loading output levels at which a new steam 

admission valve is opened. As a result of the sharp increases in 

throttle losses due to throttling of the steam that passes through 

the admission valve, a discontinuously in both the cost curves 

and the incremental rate curves occurs. This makes the fuel 

cost curve of such a thermal generator to be high nonlinearity 

and non–convexity. Accordingly there will be an increase in 

the number of local minima for solving the Emission 

Constrained Unit Commitment (ECUC) problem. As a result 

the ECUC problem become more complex, non-convex, and 

multi-objective optimization one [7]. Therefore, the valve point 

loading effect must be considered for accurate calculations. 

II. LITERATURE SURVEY 

With the increased complexity of the UC problem in terms 

of environmental impacts and operational requirements, there 

is a great need for intelligent optimization techniques. The 
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widely used optimization methods for solving UC problem are 

Dynamic Programming (DP), and Lagrange Relaxation (LR) 

methods [8-9]. Although, DP is characterized by the simplicity 

of adding constraints, it is mathematically complex and time 

consuming method. Because priority ordering is not imposed, 

the LR method is more flexible than DP. The disadvantages of 

LR are dual solution which may be infeasible, and the small 

duality gap [10]. With the advances in computer engineering, 

and the need for real time operation, and fast data computation 

and exchange, Artificial Intelligence (AI) optimization 

methods were replacing conventional optimization methods. 

Among that AI method there are Simulated Annealing (SA) 

[11], Genetic Algorithm (GA) [12], Artificial Neural Networks 

(ANN) [13], and Particle Swarm Optimization (PSO) [14]. The 

SA is a power optimization technique, which can theoretically 

converge to a global optimum solution. But, it is consumes a 

large time to reach the near-global minimum [15]. Sometimes 

GA does not have a strong ability to the best production of the 

offspring and because slow convergence close to the global 

optimum it is may be trapped at a local optimum [16]. The 

ANN has a good solution quality and rapid convergence, and 

this method can take into account more complicated constraints 

[17]. However, the ANN optimization method it is not flexible 

in terms of moving between different tasks, in other word it is 

hard to extend for another task without retrain of the neural 

network .The most drawbacks that can be mentioned for the 

current AI techniques are local convergence and curse of 

dimensionality. This paper proposed PSO for solving the unit 

commitment problem due to its simplicity, less modification of 

the parameter, and short time solution compared to other 

methods [1].   

III. PROBLEM FORMULATION 

Unit commitment is a constrained optimization problem 

used to find the optimal schedule of committed/ uncommitted 

units and generated power for each generating unit over a study 

period of time in order to meet the load demand and spinning 

reserve at minimum total production cost (total fuel cost, start 

up cost shut down cost), while satisfying all unit, and system 

constraints. By adding the emission impact, the ECUC problem 

turns into a multi objective optimization one. Using a price 

penalty factor (hi) the emission rate is converted to an emission 

cost, so that the unit commitment problem can be formulated as 

[18]: 

   (1) 

Where, FT is the total system cost in $/hr, FPT is the total 

production cost and ET is the total emission, and hi is the price 

penalty factor (PPF). 

A. Total Production Cost Objective Function 

The total production cost is the sum of the fuel cost, start up 

cost and shut down cost for all the units [19]. Each of these 

items will be explained in the following subsection. 

1) Start up cost 

The startup cost occurs when a unit is turned on; it depends 

on how long the unit has been off. If the unit has been off for a 

long time, a cold start up cost is applied. If the unit has been off 

for a short time, a hot start up cost  

i) Step function [20]: 

     (2) 

ii) Exponential function [21]: 

  (3) 

where, 

SUCi,t : start up cost of the ith generating unit in ($)  

σi   : Hot start up cost in ($) 

δi : Cold start up cost in ($) 

MDTi : Minimum down time of the ith generating 

unit (hr) 

τi   : Unit cooling time constant in (hr) 

In this paper the used form will be as given in (2).   

2) Shut down cost   

Shut down cost is usually a constant value for each unit. 

The typical value of the shut down cost is zero in the standard 

systems. 

 3) Fuel cost function 

In case of neglecting the valve point effects; the fuel cost of 

a thermal power generation unit can be expressed as [2]: 

 

  
     i =1, 2, 3… …, N,     t =1, 2, 3… …, T (4) 

Where ai, bi, and ci are the coefficients of the ith  generating 

unit, and N is the total number of generating units committed to 

the system, in [$/MW2h], [$/MWh] and [$/h] respectively.  

However, due to valve-point loading effect, the real fuel 

cost function appears to be higher-order in nonlinearity and 

discontinuity as explained by Figure 1. In this case the fuel cost 

of thermal units is expressed as the sum of quadratic and 

sinusoidal functions [22]: 

 
 (5) 

Where: di, and ei are valve point effect coefficients. 

 

 
Figure 1: Fuel cost curve considering valve-point effect 

B. Environmental Objective Function    

The following mathematical formula can be used to express 

the amount of pollutants [5]: 

  (6) 

Where; αi, βi, and γi are the emission coefficients of the ith 

generator in [kg/MW2h], [kg/MWh] and [kg/h] respectively. 
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The total emission of generation can be expressed by a 

quadratic function as follows: 

   (7) 

 

The conventional unit commitment aims to minimize the 

total production cost of the generation power system (FPt), for 

N generation system units over a time horizon T. In this case 

the total production cost is the sum of the fuel cost, start up 

cost and shut down cost for all the units. By using equations (2, 

5, and 6), the UC problem turns into the following formula:  

   (8) 

Where  Ui,t =1 if unit i is committed at time t, otherwise     

Ui,t = 0.  

 
 (9) 

In this paper a new method is proposed to solve ECUC 

problem based on converting valve point effect part to a second 

order equation using curve fitting technique. 

 
 (10) 

According to (10), the total production cost equation can be 

represented as: 

    (11) 

 

Where, ,   ,   

C. System Constraints    

The objective function of the studied problem is to 

minimize the total system cost FT (explained by (11)) subject 

to a number of system constraints. These constraints include 

power balance constraint, Spinning reserve constraint, 

generation limit constraint, minimum up/down time 

constraints, and initial unit status. 

1) Power balance constraint 

The total generation must supply the demand at each hour 

[23]: 

   (12) 

Where T is the scheduling period, equals to 24 hour (i.e. 

one day ahead) 

 2) Spinning reserve constraint 

Spinning reserve is the on-line reserve capacity that is 

synchronized to the grid system and ready to meet electric 

demand during any sudden changes (trip) of dispatch. Spinning 

Reserve is needed to maintain system frequency stability 

during emergency operating conditions and unforeseen load 

swings. However, hourly spinning reserve requirements (Rt) 

must be satisfy the following equation:   

    (13) 

3) Generation limit constraint 

The generated power for each generating units must be 

within a certain range of operation between a minimum and a 

maximum value, this is mathematically represented as: 

  (14) 

4) Minimum up/down time constraints 

Minimum up/down (MUT/MDT) time limits indicate that a 

unit must be on/off for a certain number of hours before it can 

be shut off or brought online. This is expressed in (15), (16) 

respectively [23]: 

     (15)  

   (16) 

Where, 

MUTi : Minimum up time for ith generating unit 

(hr)  

MDTi : Minimum down time for ith generating unit 

(hr) 

 : Number of consecutive uptime periods until time 

period t (hr) 

 : Number of consecutive downtime periods until time 

period t(hr)      

5) Initial unit status 

The initial unit status at the start of the scheduling period 

must be taken into account, if the initial status equal to negative 

value, that is main Ui,0 = 0, if the initial state equal to positive 

value then Ui,0 =  1 

IV. PROPOSED ALGORITHM 

Many methods are used to combine between several 

objectives in the multi-objective optimization problem. The 

most common methods are the weight factor and price penalty 

factor methods. Weighted sum method is the simplest approach 

to solve multi-criteria optimization problem, but it is visible 

only when all the data have the same units, and it depends on 

the suitable choice of the weights. The price penalty factor 

approach gives a better value to the objective function and has 

a faster solution time for combined economic emission 

dispatch problem compared to the weighted sum approach. 

There are many formulas used for calculating the price penalty 

factors. Comparison between the impacts of the each one of 

price penalty factors in the dual-objective optimization 

problem solution is done during application of the PSO method 

to solve the ECUC problem. 

A. Price Penalty Factor (PPF) 

Price penalty factor (PPF) is the ratio of fuel cost to 

emission for each generating unit, and used to transfer the 

physical meaning of the emission from rate (kg/hr) of the 

emission to the  emission cost ($/hr). PPF is calculated using 

one of the following equations: 

   (17) 

    (18) 

    (19) 
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   (20) 

 

 
 (21) 

   (22) 

B. Particle Swarm Optimization Technique  

In this paper the PSO technique is used for solving the 

ECUC problem with valve point effect. The problem is solved 

with different types of PPF over scheduling period (24 hour). 

The PSO algorithm mimics of social behavior to the movement 

of organisms such as a bird flock [24-26]. Like the other 

evolutionary techniques, PSO is a population based searching 

algorithm, it is able to find the optimal solution for non-linear 

optimization problems in a shortest time. The PSO algorithm 

consists of a group of particles (swarm or population) moving 

towards optimal solution in a given multi-dimensional search 

space, by using position, velocity for each particle.  Each 

particle represents a feasible solution to an optimization 

problem, if Pbest is the previous best position, and Gbest is the 

best among all the other particles. The movement of each 

particle towards the optimal solution is based on Pbest, position 

of other particles and Gbest [27-28]. The search does not stop 

until obtaining a globally best solution or reach to a prescribed 

maximum number of iteration,  assuming a population of N 

particles are moving in a space with D dimension, where Xi is 

the position of  ith particle and Vi  is  its velocity. During the 

movement, the velocity of the particle is updated using the 

following equation [23]: 

   (23) 

 

Where: k is the iteration number, c1, c2 are cognitive and 

social acceleration coefficients, Rand( ) is random number 

between (0,1), and ω is inertia weight and it can be calculated 

as: 

   (24) 

Where: ωmin is the final inertia weight, ωmax is initial inertia 

weight.  

The particle position is computed by the following equation 

[23]:  

   (25) 

C. PSO steps for Solving ECUC Problem  

The procedure of applying the PSO technique to solve the 

emission constrained unit commitment problem can be 

summarized in the following steps:  

a. Read all implementation data such as population size, 

initial and final inertia weight, acceleration 

constant, the maximum, minimum generation 

limits, emission coefficients, cost coefficients, 

valve point effect coefficients, startup cost 

coefficients. 

b. Random initialize the swarm position (pi) to each 

particle in multidimensional space of the problem 

using maximum and minimum operating limits of  

jth unit in the power system. 

c. Use (11) to calculate the fitness function by means of 

current location of each particle then find Pbest. The 

different constraints are considered while meet the 

demand load. 

d. Compare the values of fitness function for each 

individual particle with its Pbest value. Set the 

current value as the Pbes, if the current value is 

better than the Pbes value, then the best value among 

all Pbest values is set as Gbest. 

e. For each particle update the velocity using (23), and 

position using (25).  

f. Repeat steps from (b to e) using the new position 

value for each particle. If the stopping criterion is 

achieved (a good enough value for the fitness 

function or maximum number of iterations 

achieved), then the position of each particle is 

denoted as the optimal solution. 

 

V. SIMULATION AND RESULTS 

The proposed algorithm has been tested on a system with 

10 generating units. The unit data and load demand data for 24 

hours are taken from [20] and are given in Appendix. The 

valve point effect coefficients are taken from [29]. The 

population size is chosen as 10 and the maximum number of 

iterations is taken as 1000. The dimension of problem=10; c1 = 

c2 = 2,   ωmax= 0.9, ωmin= 0.4 

The simulation is implemented in Matlab environment. The 

problem is solved for different types of PPF over 24 hour 

scheduling period. The simulation results are given in Tables 1-

4. 

Table 1 shows the total cost (fuel cost + start up cost + shut 

down cost), total emission, and solution time for PSO method 

at different PPF types. 

 
The analysis of this table indicates that: 

i. For 24 hour scheduling period, the minimum total 

costs are obtained at common PPF. 

ii. The minimum total emission values are obtained at 

min/min PPF. 

iii. Minimum solution time is obtained at ma/max PPF 
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Table 2 illustrates the effect of including valve point loading 

effect into ECUC problem. From this table; it is clear that when 

taking into account valve point loading effect there is a 

considerable increase in both total cost and emission. 

Therefore, the valve point loading effect must be taken into 

consideration for accurate calculations. 

 
Table 3 and 4, show the generating power from the 10 unit 

test system during the scheduled 24 hour period with Min/Min 

PPF and Common PPF respectively. The tables explain that the 

PPF type affects the unit commitment of the units. For example 

unit 10 will be committed for 6 hours with Min/Min PPF, 

whereas the same unit will be committed for only one hour 

with Common PPF. 

VI. CONCLUSION 

This paper presents a proposed algorithm to solve the 

emission constrained unit commitment problem with valve 

Point Effect using PSO Algorithm.  A new approach is 

proposed to simplify valve point loading effect. The proposed 

algorithm is applied to a 10 generating units test system in one-

day scheduling period at different types of price penalty factor 

(PPF). The ten generator multi-objective unit commitment 

problem is solved separately with and without valve point 

effect for various price penalty factors.  

The proposed algorithm has many advantages compared to 

other UC solution methods. The power balance, generation 

limit, and UC constraints (such as minimum up/down time, 

spinning reserve, and initial state for each unit) are included in 

the problems formulation. The simulation is implemented in 

Matlab environment. The results prove that when taking into 

account valve point loading effect there is a considerable 

increase in both total cost and emission. Therefore, the valve 

point loading effect must be taken into consideration for 

accurate calculations.  
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