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Abstract— Textual information in the world can be broadly 

categorized into two main types: facts and opinion. Facts are 

objective expression about entities and their properties. Opinions 

are usually subjective expression that describe people’s 

sentiments, appraisals or feelings toward entities, event and their 

properties. Numerous consumer reviews of products are now 

available on the Internet. Consumer reviews contain rich and 

valuable knowledge for both firms and users. However, the 

reviews are often disorganized, leading to difficulties in 

information navigation and knowledge acquisition. This article 

proposes a product aspect ranking framework, which 

automatically identifies the important aspects of products from 

online consumer reviews, aiming at improving the usability of the 

numerous reviews. The important product aspects are identified 

based on two observations: (a) the important aspects are usually 

commented by a large number of consumers; and (b) consumer 

opinions on the important aspects greatly influence their overall 

opinions on the product. In particular, given the consumer 

reviews of a product, we first identify product aspects by a 

shallow dependency parser and determine consumer opinions on 

these aspects via a sentiment classifier. We then develop a 

probabilistic aspect ranking algorithm to infer the importance of 

aspects by simultaneously considering aspect frequency and the 

influence of consumer opinions given to each aspect over their 

overall opinions. Social media is playing a growing role in 

providing consumer feedback to companies about their product 

and services to maximize the benefits of this feedback, companies 

want to know how different consumer segments they are 

interested in, such as Products, Articles, and Comic book fans 

react to their products and campaigns We investigate models 

based on sentiment analysis based on Amazon reviews and their 

application on reviews from other sources using a bag-of-words 

model with weights calculated using logistic regression. We 

examine different methods for adjusting unbalanced datasets as 

well as the qualitative performance of different features such as 

unigram and bigrams when applied to reviews from different 

sources. We also present a method for adjusting entity weights 

when making quantitative presentations of the polarity of nouns. 

Index terms- Product Aspects,  Aspect Ranking, Aspect 

Identification, Sentiment  Classification, Consumer Review, 

Extractive Review Summarization. 

I. INTRODUCTION 

 

 Rapidly expanding e-commerce has facilitated 

consumers to purchase products online. More than $156 

million online products retail sales have been done in the US 

market during 2009. Most retail Web Sites encourage 

consumers to write reviews to express their opinions on various 

aspects of the product. This gives rise to huge collection 

reviews on the Web. These reviews have become an important 

resource for both consumers and firms from online. Millions of 

products from various merchants have been offered online. For 

example, Bing Shopping1 has indexed more than five million 

products. Amazon.com archives a total of more than 36 million 

products. Shop- per.com  records  more  than  five  million  

products  from over 3,000 merchants. Most retail Websites 

encourage the  retail  Websites,  many  forum  Websites  also  

provide a  platform  for  consumers  to  post  reviews  on  

millions of products. For example, CNet.com involves more 

than seven million product reviews; whereas Pricegrabber.com 

contains millions of reviews on more than 32 million products 

in 20 distinct categories over 11,000 merchants. Such 

numerous consumer reviews contain rich and valuable 

knowledge  and  have  become  an  important  resource  for 

both consumers and firms [9]. Consumers commonly seek 

quality information from online reviews prior to purchasing a 

product, while many firms use online reviews as important 

feedbacks in  their  product  development, marketing, and 

consumer relationship management. Generally,  a  product  

may  have  hundreds  of  aspects. For example, iPhone 3GS has 

more than three hundred aspects (see  Fig.  1),  such  as  

“usability,” “design,” “ap- plication,” “3G network.” We argue 

that some aspects are more important than the others, and have 

greater impact on the eventual consumers’ decision making as  

well as firms’ product development strategies. For example, 

some aspects of iPhone 3GS, e.g., “usability” and “battery,” 

are concerned by most consumers, and are more important than 

the others such as “usb” and “button.” For a camera product, 

the aspects such as “lenses” and “picture quality” would 

greatly influence consumer opinions on the camera, and they 

are more important than the aspects such as “a/v cable” and 

“wrist strap.” Hence, identifying important product aspects  

will  improve the  usability  of  numerous reviews and is 

beneficial to both consumers and firms. Consumers can 

conveniently make wise purchasing decision by paying more 

attentions to the important aspects, while firms can focus on 

improving the quality of these aspects and thus enhance 

product reputation effectively. However, it is impractical for 
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people to manually identify the important aspects of products 

from numerous reviews. Therefore, an approach to 

automatically identify the important aspects is highly demand. 

Sentiment analysis is a widely employed method for 

identifying and extracting the contextual polarity of text source 

using Natural Language Processing (NLP) methods with the 

advent of online review sources(Amazon, Google Play 

amongst others ) and their continuous yearly growth has led to 

large text collections which are too large to be appraised by 

traditional methods while product features and overall 

sentiment are often in need of being assessed we examine the 

effectiveness of different machine learning techniques for 

classification of online reviews using models devised from a 

review corpus using supervised learning methods. This paper 

also examines methods for extracting product feature 

perception and presents a method for deducing adjective 

polarity when the polarity is unknown. Motivated by the above 

observations, we in this paper propose a product aspect ranking 

framework to automati- cally identify the important aspects of 

products from online consumer reviews. Our assumption is that 

the important aspects of a product possess the following 

characteristics: (a) they are frequently commented in consumer 

reviews; and (b) consumers’ opinions on these aspects greatly 

in- fluence their overall opinions on the product. A straight- 

forward frequency-based solution is to regard the aspects that 

are frequently commented in consumer reviews as important. 

However, consumers’ opinions on the frequent aspects may  

not  influence their  overall opinions on  the product, and would 

not influence their purchasing decisions. For example, most 

consumers frequently criticize the bad “signal connection” of 

iPhone 4, but they may still give high overall ratings to iPhone 

4. On the contrast, some aspects such as “design” and “speed,” 

may not be frequently commented, but usually are more 

important than “signal connection.” Therefore, the frequency-

based solution is not able to identify the truly important 

aspects. On the other hand, a basic method to exploit the 

influence of consumers’ opinions on specific aspects over their 

overall ratings on the product is to count the cases where their 

opinions on specific  aspects  and  their  overall  ratings  are  

consistent, and  then  ranks  the  aspects according to  the  

number of the consistent cases. This method simply assumes 

that an overall rating was derived from the specific opinions on 

different aspects individually, and cannot precisely characterize 

the correlation between the specific opinions and the overall 

rating. Hence, we go beyond these methods and propose an 

effective aspect ranking approach to infer the importance of 

product aspects. As shown in Fig. 1, given the consumer 

reviews of a  particular product, we first identify aspects in the 

reviews by a shallow dependency parser [37] and then analyze 

consumer opinions on these aspects via a sentiment classifier. 

We then develop a probabilistic aspect ranking algorithm, 

which effectively exploits the aspect frequency as well as the 

influence of consumers’ opinions given to each aspect over 

their overall opinions on the product in a unified probabilistic 

model. In particular, we assume the overall opinion in a review 

is generated based on a weighted aggregation of the opinions 

on specific aspects, where the weights essentially measure the 

degree of importance of these aspects. A probabilistic 

regression algorithm is developed to infer the importance 

weights by incorporating aspect frequency and the associations 

between the overall opinion and the opinions on specific 

aspects. In order to evaluate the proposed product aspect 

ranking framework, we collect a large collection of product 

reviews consisting of 94,560 consumer reviews on 21 products 

in eight domains. These reviews are crawled from multiple 

prevalent forum Websites, such as CNet.com, Viewpoints.com, 

Reevoo.com and Pricegrabber.com etc. This corpus is 

available by request for future research on aspect ranking and 

related topics. More details of the data are discussed in Section 

III. Extensive experimental results on this corpus demonstrate 

the effectiveness of the product aspect ranking framework 

 
Product aspect ranking is beneficial to a wide range of real-

world applications. In this paper, we investigate its usefulness 

in two applications, i.e. document-level sentiment classification 

that aims to determine a  review document as expressing a 

positive or negative overall opinion, and extractive review 

summarization which aims to summarize consumer reviews by 

selecting informative review sentences. We perform extensive 

experiments to evaluate the efficacy of aspect ranking in these 

two applications and achieve Significant performance 

improvements. Product aspect ranking was first introduced in 

our previous work. Compared to the preliminary conference 

version, this article has no less than the following 

improvements: (a) it elaborates more discussions and analysis 

on product aspect ranking problem;  (b)  it  performs  extensive  

evaluations on more products in more diverse domains; and (c) 

it demonstrates the potential of aspect ranking in real-world 

applications. 

 
Fig. 2. Computing Profiles Flow 
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Fig. 3. Sample AQL rules for  identifying Parental 

Status 

 

On what to extract, with the underlying cost-based 

optimizer determining the most efficient plan for the rules. We 

next describe the extractor development methodology using an 

example 

Example. finding clues for the isParent attribute: The 

description field is a good source of personal information such 

as interests, occupation and parental status. For instance, 

Twitter users describe themselves with phrases like Engineer 

and mom of three and Husband, father, blogger. The first two 

AQL rules in Figure 3 identify parental status from such 

phrases. The first AQL statement uses parental role clues such 

as ”mom” and ”father” to identify candidate matches and 

create the Description with role view. The second statement 

then eliminates erroneous matches such as Teen Mom and my 

mother using contextual predicates using a filtering predicate in 

the where clause. Another source of parental clues is the 

content of tweets themselves. Note that the method we outlined 

above for description does not work on message text–the 

results are almost all false from messages like Mom left me 

money for pizza. Extractors must be carefuly targeted to the 

input text. In the message text, we find both well-formed 

sentences such as I have 2 beautiful children and partial 

references to children 

suchas“mykids”,“ourson”,“mydaughter”,etc.Furthermore, 

certain contextual clues could be ambiguous, e.g., phrases like 

“my baby” and “my girl” can refer to children or to a 

girlfriend. The last AQL rule in Figure 3 presents an example 

rule that looks for a first person pronoun followed by the word 

“have” followed by a number (either expressed as digits or as a 

word), followed by a few tokens (in the example above, 

“beautiful”), and then a contextual clue for child (“children”, 

“son”, “daughter”, “kids”, etc). 

Sentiment analysis is a very result driven NLP task which 

uses a large number of NLP subtasks to give perceptive 

analysis from various text sources. Bo Pang et al studied the 

use of unigrams and bigrams for sentiment analysis for online 

reviews with very positive results 

Sentiment analysis of online resources are often modeled 

from uncurated text sources such as reviews, facebook and 

twitter, where the grammatical features are often obscured 

behind abbreviations and missspellings which is difficult to 

model using a traditional grammatical model approach 

(Kakkonen, 2010). Sentiment analysis is often used in 

conjunction with traditional non-grammatical feature models 

such as the bag-of-words model using machine learning 

techniques As sentiment analysis in the context of online 

reviews is a machine learning approach for extracting 

sentiment polarity by applying appraisal theory practices to a 

text corpora its results are limited by the human assessment of 

the results. Humans may only agree on the polarity of a text 

80%ofthetime,insomestudies,whichimpliesthat models with 

precision much higher than 80% may give inconsistent results 

with an equivalent human assessment, which may be 

considered the golden standard of assessment 
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II. PRODUCT ASPECT RANKING FRAMEWORK 

    In this section, we present the details of the Product Aspect 

Ranking framework.  We start with an overview of its pipeline 

(see Fig 2) consisting of three main components (a) aspect 

identification; (b) sentiment classification on aspects; and (c) 

probabilistic aspect ranking. 

Given the consumer reviews and then analyze consumer 

opinions on the aspect via a sentiment classifier. Finally, we 

propose a probabilistic aspect ranking algorithm to infer the 

importance of the influence of consumers opinions given to 

each aspect over their overall opinions  

Let R= = {r1 , ··· , r|R|} denote a set of consumer reviews of 

a certain product. In each review r ∈ R, consumer the opinions 

on multiple aspects of a product, and finally assigns an overall 

rating Or . Or is a numerical score that indicates different 

levels of overall opinion in the review r, i.e. Or  ∈ [Omin , 

Omax ], where Omin  and Omax are the minimum and 

maximum ratings respectively. Or is normalized to [0, 1]. Note 

that the consumer reviews from different Websites might 

contain various distributors of ratings. In overall terms ,the 

rating on some websites might offer different rating range,for 

example, the rating range is from 1 to 5 on CNet.com and from 

1 to 10 on Reevoo.com, respectively. Hence we here normalize 

the ratings from different websites separately, instead of 

performing a uniform normalization on them. This strategy is 

expected to alleviate the influence of the rating variance among 

different Websites. Suppose there are  m aspects  A = {a1 , ··· , 

am } in review corpus R totally, Where ak  is the k-th aspect. 

Consumer opinions on aspect ak in review r  is denoted as ork . 

The opinion on each aspect potentially influences the overall 

rating. We here assume the overall rating Or is generated based 

on a weighted aggregation of the opinions on specific aspects, 

as   ωrk ork   Where each weight ωrk essentially measures the 

important weights, i.e., the emphasis placed on the aspects, and 

identify the important aspects correspondingly 

In next subsections, we will introduce the a fore mentioned 

three components of the proposed product aspect ranking 

framework. Section II-A will introduce the product aspect 

identification that identifies aspect, i.e., consumer reviews; 

Section II-B will present the aspect-level sentiment 

classification which analyzes consumer opinions on aspect i.e., 

and Section II-C will elaborate the probabilistic aspect ranking 

algorithm that estimates the importance weights and identifies 

corresponding important aspects 

A. Product Aspect Identification 

 

As illustrated in Fig. 3, consumer reviews are com- posed 

in different formats on various forum Websites. The Websites 

such as CNet.com require consumers to give an overall rating 

on the product, describe concise positive and negative opinions 

on some product aspect, as well as write a paragraph of 

detailed review in free text. Some Websites, e.g., 

Viewpoints.com, only ask for an overall rating and a paragraph 

of free-text review. The others such as Reevoo.com just require 

an overall rating, a consumer review consist of Pros and Cons 

reviews, free text review or both. 

 For the Pros and Cons reviews, we identify the 

aspects by extracting the frequent noun terms in the reviews. 

Previous studies have shown that aspects are usually nouns or 

noun phrases, and we can obtain highly accurate aspects by 

extracting frequent noun terms from the Pros and Cons 
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reviews. For identifying aspects in the free text reviews, a 

straightforward solution is to employ an existing aspect 

identification approach. One of the most notable existing  

approach  is  that  proposed  by  Hu  and Liu. It first identifies 

the nouns and noun phrases in the documents. The occurrence 

frequencies of the nouns and noun phrases are counted, and 

only the frequent ones are kept as aspects. Although this simple 

method is effective in some cases, its well-known limitation is 

that the identified aspects usually contain noises. Recently, Wu 

et al. used a phrase dependency parser to extract noun phrases, 

which form candidate aspects. To filter out the noises, they 

used a language model by an intuition that the more likely a 

candidate to be an aspect, the more closely it related to the 

reviews. The language model was built on product reviews, 

and used to predict the related scores of the candidate aspects. 

The candidates with low scores were then filtered out. 

However, such language model might be biased to the frequent 

terms in the reviews and cannot precisely sense the related 

scores of the aspect terms, as a result cannot filter out the 

noises effectively. In order to obtain more precise identification 

of aspects, we here propose to exploit the Pros and Cons 

reviews as auxiliary knowledge to assist identify aspects in the 

free text reviews. In particular, we first split the free text 

reviews into sentences, and parse each sentence using Stanford 

parser. The frequent noun phrases are then extracted from the 

sentence parsing trees as candidate aspects. Since these 

candidates may contain noises, we further leverage the Pros 

and Cons reviews to assist identify aspects from the candidates. 

We collect all the frequent noun terms extracted from the Pros 

and Cons reviews to form a vocabulary. We then represent 

each aspect in the Pros and Cons reviews into a unigram 

feature, and utilize all the aspects to learn a one-class Support 

Vector Machine (SVM) classifier. The resultant classifier is in 

turn used to identify aspects in the candidates extracted from 

the free text reviews. As the identified aspects may contain 

some synonym terms, such as “earphone” and “headphone,” 

we  perform  synonym  clustering  to  obtain unique aspects. In 

particular, we collect the synonym terms of the aspects as 

features. The synonym terms are collected from the synonym 

dictionary Website. We represent each aspect into a feature 

vector and use the Cosine similarity for clustering. The 

ISODATA (Iterative Self-Organizing Data Analysis 

Technique) clustering algorithm  is employed for synonym 

clustering. ISODATA does not need to fix the number of 

clusters and can learn the number automatically from the data 

distribution. It iteratively refines clustering by splitting and 

merging of clusters. Clusters are merged if the centers of two 

clusters are closer than a certain threshold. One cluster is split 

into two different clusters if the cluster standard deviation 

exceeds a pre defined threshold. The values of these two 

thresholds were empirically set to 0.2 and 0.4 in our 

experiments. 

B. Sentiment Classification on Product Aspects 

 

The task of analyzing the sentiments expressed on aspects 

is called aspect-level sentiment classification in literature. 

Exiting techniques include the supervised learning approaches 

and the lexicon-based approaches, which are typically 

unsupervised. The lexicon-based methods utilize a sentiment 

lexicon consisting of a list of sentiment words, phrases and 

idioms, to determine the sentiment orientation on each aspect . 

While these method are easily to implement, their performance 

relies heavily on the quality of the sentiment lexicon. On the 

other hand, the supervised learning methods train a sentiment 

classifier based on training corpus. The classifier is then used to 

predict the sentiment on each aspect. Many learning-based 

classification models are applicable, for example, Support 

Vector Machine (SVM), Naive Bayes, and Maximum En- 

tropy (ME) model etc. Supervised learning is depen- dent on 

the training data and cannot perform well without sufficient 

training samples. However, labeling training data is labor-

intensive and time-consuming. In this work, the Pros and Cons 

reviews have explicitly categorized positive and negative 

opinions on the aspects. These reviews are valuable training 

samples for learning a sentiment classifier. We thus exploit 

Pros and Cons reviews to train a sentiment classifier, which  is  

in  turn  used  to  determine consumer opinions (positive or 

negative) on the aspects in free text reviews. Specifically, we 

first collect the sentiment terms in Pros and Cons reviews 

based on the sentiment lexicon provided by MPQA project. 

These terms are used as features, and each review is 

represented as a feature vector. A sentiment classifier is then 

learned from the Pros reviews (i.e., positive samples) and Cons 

reviews (i.e., negative samples). The classifier can be SVM, 

Na¨ıve Bayes or Maximum Entropy model. Given a free text 

review that may cover multiple aspects, we first locate the 

opinionated expression that modifies the corresponding aspect, 

e.g. locating the expression “well” in the review “The battery of 

Nokia N95 works well.” for the aspect “battery.” Generally, an 

opinionated expression is associated with the aspect if it 

contains at least one sentiment term in the sentiment lexicon, 

and it is the closest one to the aspect in the parsing tree within 

the context distance of 5. The learned sentiment classifier is 

then leveraged to determine the opinion of the opinionated 

expression, i.e. the opinion on the aspect. 

 

C.  Probabilistic Aspect Ranking Algorithm 

 

In this section, we propose a probabilistic aspect ranking 

algorithm to identify the important aspects of a product from 

consumer reviews. Generally, important aspects have the 

following characteristics: (a) they are frequently commented in 

consumer reviews; and (b) consumers’ opinions on these 

aspects greatly influence their overall opinions on the product. 

The overall opinion in a review is an aggregation of  the  

opinions given to  specific aspects in the review, and various 

aspects have different contributions in the aggregation. That is, 

the opinions on (un)important aspects have strong (weak) 

impacts on the generation of overall opinion. To model such 

aggregation, we formulate that the overall rating Or in each 

review r is generated based on the weighted sum of the 

opinions on specific aspects, as k=1 ωrk ork   or in matrix form 

as ωrk T or ork. is the opinion on aspect ak and the importance 

weight ωrk reflects the emphasis placed on ak .Larger ωrk 

indicates ak is more important, and vice versa. ωr denotes a 

vector of the weights, and or is the opinion vector with each 
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dimension indicating the opinion on a particular aspect. 

Specifically, the observed overall ratings are assumed to be 

generated from a Gaussian Distribution, with mean ωrT  or and 

variance σ 2 as: 

 
where μ and Σ are the mean vector and covariance matrix, 

respectively. They are both unknown and need to be estimated. 

As aforementioned, the aspects that are frequently commented 

by consumers are likely to be important. Hence, we exploit 

aspect frequency as the prior knowledge to assist learning ωr. 

In particular, we expect the distribution of  ωr, i.e., N(μ, Σ)  is 

close to the distribution N(μ0, I). Each element in μ0 is the 

frequency of a specific aspect: frequency (ak) /  

frequency(ai). Thus, we formulate the distribution N(μ, Σ)  

based on its Kullback-Leibler (KL) divergence to N(μ0,I) as 

           
p(μ, Σ) = exp{−ϕ· KL(N(μ, Σ)||N(μ0,I))}, (3) 

where ϕ is a weighting parameter. Base on the above 

formula, the probability of generating overall opinion rating Or 

in review r is given as 

 

Where  are the importance weights and      {μ, Σ, σ 
2} are the model parameters. While{μ, Σ, σ 2}  can be estimated 

from review corpus R={r1 , ·· , r|R|}  using the maximum-

likelihood (ML) estimation, ωr in review r can be optimized 

through the maximum a posteriori (MAP) estimation. Since ωr 

and {μ, Σ, σ2} are coupled with each other, we here optimize 

them using a EM-style algorithm. We iteratively optimize  

 and {μ, Σ, σ2} in each E-step and M-step 

respectively as follows 

Optimizing ωr given {μ, Σ, σ2}: 

Suppose we are given the parameters {μ, Σ, σ2}, we use the 

maximum a posterior (MAP) estimation to get the optimal 

value of   ωr. The object function of MAP estimation for review 

r is defined as: 

 
ωr can thus be optimized through MAP estimation as 

follows : 

 
We take the derivative of L(ωr) will respect to ωr and let 

vanish at the minimize 

 
 

Which results in the following solution? 

 
Optimizing {μ, Σ, σ2} given ωr 

Given  we optimize the parameters {μ, Σ, σ2} 

using the maximum-likelihood (ML) estimation over the 

review corpus R. The parameter are expected to maximize the 

probability of observing all the overall ratings on the corpus R. 

Thus, they are estimated by maximizing the log likelihood 

function over the whole review corpus R as follows. For the 

sake of simplicity, we denote {μ, Σ, σ2} as Ψ. 

 
By substituting Eq.(1) - (3), we obtain 

 
We take the derivative of L(R) with respect to each 

parameter in{μ, Σ, σ2}, and let it vanish at the 

minimize:

 
 

Which lead to the following solutions: 
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We repeat the above two optimization steps until the 

likelihood value converges. The convergence of this iterative 

optimization is analyzed as follows. Let ω denote the 

parameters . The overall log likelihood function is 

denoted as   L (ω, μ, Σ, σ2). At iteration t+1, ω(t+1) obtained in 

Eq. (9 is the solution of the optimization in Eq.(7). Thus, we 

have L(ω(t+1),μ(t), Σ(t) ,σ2(t+1))  ≥  L(ω(t),μ(t), Σ(t) ,σ2(t)) 

Similarity, μ(t+1), Σ(t+1) and σ2(t+1) obtained from Eq. (13) are 

the solutions of the optimization in Eq. (10), leading to 

L(ω(t+1),μ(t+1), Σ(t+1) ,σ2(t+1))  ≥  L(ω(t+1),μ(t), Σ(t) ,σ2(t)). These two 

inequalities indicate that the iterative optimization 

monotonically increases the log-likelihood function value in 

each iteration, and finally converges After obtaining the 

importance weights ωr for each review r ∈ R, we compute the 

overall importance score k of each aspect ak by integrating 

its importance scores over the reviews as   ωk =( Σr∈R) / |Rk|, 

where  Rk is the set of reviews as ωk the important product 

aspects can be identified 

__________________________________________ 

Algorithm 1 Probabilistic Aspect Ranking  

Input: Consumer review corpus R, each review r ∈ R is 

associated with an overall rating Or ,and a vector of opinions or 

on specific aspects 

Output: Importance scores k |m for all the m aspects k=1 

While not converged do 

               |R| 

 Update {ωr }r=1 according to Eq. (9); 

 Update {μ, Σ, σ 2 } according to Eq. (13); 

end while  

Compute aspect importance scores  

___________________________________________ 

III. EVALUATIONS 

In this section, we conduct extensive experiments to 

evaluate the effectiveness of the proposed product aspect 

ranking framework, including product aspect identification, 

sentiment classification on aspects, and aspect ranking. 

 

  

TABLE I 

STATISTICS OF OUR PRODUCT REVIEW CORPUS. 

#DENOTES THE NUMBER OF REVIEWS / SENTENCES 

A. Experimental Data and Settings 

Table I shows the details of our product review corpus, 

which is publicly available by request. This dataset contains 

consumer reviews on 21 popular products in eight domains. 

There are 94,560 reviews in total and around 4,503 reviews for 

each product on average. These reviews were crawled from 

multiple prevalent forum Websites, including cnet.com, 

viewpoints.com, reevoo.com, gsmarena.com and 

pricegrabber.com. The reviews were posted between June 2009 

and July 2011. Eight annotators were invited to annotate the 

ground truth on these reviews. They were asked to annotate the 

product aspects in each review, and also label consumer 

opinions expressed on the aspects. Each review was labeled by 

at least two annotators. The average inter-rater agreement in 

terms of Kappa statistics is 87% for all the products. F1-

measure was used as the evaluation metric for aspect 

identification and aspect sentiment classification. It is a 

combination of precision and recall, asF1 =2∗precision∗ 

recall/(precision + recall). To evaluate the performance of 

aspect ranking, we adopted the widely used Normalized 

Discounted Cumulative Gain at top k (NDCG@k) [13] as the 

evaluation metric. Given a ranking list of aspects, NDCG@k is 

calculated as 

 
 

where t(i) is the importance degree of the aspect at position i, 

and Z is a normalization term derived from the top-k aspects of 

a perfect ranking. For each aspect, its importance degree was 

judged by three annotators as three importance 
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Fig. 4.    Performance of product aspect identification. The 

results passed statistical significance test, i.e., T-Test, with p-

values < 0.05. 

 

 

 

 
 

Fig. 5.  Performance of sentiment classification on product 

aspects. T-Test, p-values<0.05. 

 

levels, i.e. “Un-important” (score 1), “Ordinary” (score 2), 

and “Important” (score 3). Ideally, we should invite annotators 

to read all the reviews and then give their judgements. 

However, such labeling process is very timeconsuming and 

labor-intensive. Since NDCG@k is calculated with the 

importance degrees of the top-k aspects, we speed up the 

labeling process as follows. We first collected the top-k aspects 

from the ranking results of all the evaluated methods in Section 

III-D. We then randomly sampled 100 reviews on these 

aspects, and provided them to the annotators for labeling the 

importance levels of the aspects. In particular, the annotators 

were invited to read the reviews and identify the coherence or 

conflict between the opinion on each aspect and the overall 

rating in each review. Generally, an aspect with more 

coherence cases tends to be more important, while an aspect 

with more conflict cases is likely to be less important. Besides, 

the frequencies of the aspects in all the reviews were presented 

to the annotators as another reference for the labeling. The 

importance ratings from the annotators for each aspect were 

then averaged to form the final rating. 

A. Evaluations of Product Aspect Identification on Free Text 

Reviews 

We compared our aspect identification approach with the 

following two methods: (a) the method proposed by Hu and 

Liu in [12], which extracts nouns and noun phrases as aspect 

candidates, and identifies aspects by rules learned from 

association rule mining; and (b) the method proposed by Wu et 

al. in [37], that extracts noun phrases from a dependency 

parsing tree as aspect candidates, and identifies aspects by a 

language model built on the reviews. Fig. 4 shows the 

performance comparison on all the 21 products in terms of F1-

measure. From these results, we can see that the proposed 

approach get the best performance on all the 21 products. It 

significantly outperforms Hu’s and Wu’s methods by over 

9.0% and 5.3% respectively in terms of average F1-measure. 

This indicates the effectiveness of Pros and Cons reviews in 

assisting aspect identification on free text reviews. Hence, by 

exploiting the Pros and Cons reviews, our approach can boost 

the performance of aspect identification. 

B. Evaluations of Sentiment Classification on Product Aspects 

In this experiment, we compared the following methods of 

sentiment classification: (a) one unsupervised method. The 

opinion on each aspect is determined by referring to the 

sentiment lexicon SentiWordNet. This lexicon contains a list of 

positive/negative sentiment words. The opinionated expression 

modifying an aspect is classified as positive (or negative) if it 

contains a majority of words in the positive (or negative) list; 

and (b) three supervised methods. We employed three 

supervised methods proposed in Pang et al., including Naive 

Bayes (NB), Maximum Entropy (ME), and Support Vector 

Machine (SVM). The sentiment classifiers were trained on the 

Pros and Cons reviews as described in Section II-B. In 

particular, SVM was implemented by using lib SVM with 

linear kernel, NB was implemented with Laplace smoothing, 

and ME was implemented with L-BFGS parameter estimation. 

Fig. 5 shows the experimental results. We can see that the three 

supervised methods perform much better than the unsupervised 

approach. They achieve performance improvements on all the 

21 products. In particular, SVM performs the best on 18 

products,  NB obtains the best performance on the remaining 

three products. In terms of average performance, SVM 

achieves slight improvements compared to NB and ME. These 

results are consistent with the previous research . 

C. Evaluations of Aspect Ranking  

In order to evaluate the effectiveness on aspect ranking, we 

compared the proposed aspect ranking algorithm with the 

following three methods: (a) Frequency-based method, which 

ranks the aspects according to aspect frequency; (b) 

Correlation-based method, which measures the correlation 

between the opinions on specific aspects and the overall 

ratings. It ranks the aspects based on the number of cases when 

such two kinds of opinions are consistent; and (c) Hybrid 

method, that captures both aspect frequency and the correlation 

by a linear combination, as λ· Frequency-based Ranking  + 
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(1−λ)· Correlation-based Ranking, where λ is set to 0.5 in the 

experiments. 

Fig. 6-8 show the comparison results in terms of 

NDCG@5, NDCG@10, and NDCG@15, respectively. On 

average, the proposed aspect ranking approach significantly 

outperforms frequency-based, correlation-based, and hybrid 

methods in terms of NDCG@5 by over 9.0%, 7.4% and 8.1%, 

respectively. It improves the performance over these three 

methods in terms of NDCG@10 by over 4.6%, 3.6% and 4.0%, 

respectively, while in terms of NDCG@15 by over 4.6%, 3.3% 

and 4.0%, respectively Hence, we can speculate that the 

proposed approach can effectively identify the important 

aspects from consumer reviews by simultaneously exploiting 

aspect frequency and the influence of consumers’ opinions 

given to each aspect over their overall opinions. The 

frequency-based method only captures the aspect frequency 

information, and neglects to consider the impact of opinions on 

the specific aspects on the overall ratings. It may recognize 

some general aspects as important ones. Although the general 

aspects frequently appear in consumer reviews, they do not 

greatly influence consumers’ overall satisfaction. Correlation-

based method ranks the aspects by simply counting the 

consistent cases between opinions on specific aspects and the 

overall ratings. It ignores to model the uncertainty in the 

generation of overall ratings, and thus cannot achieve 

satisfactory performance. The hybrid method simply 

aggregates the results from the frequency-based and 

correlation-based methods, and cannot boost the performance 

effectively. Table II shows sample results by these four 

methods. Top 10 aspects of the product iPhone 3GS are listed. 

From these four ranking lists, we can see that the proposed 

aspect ranking method generates more reasonable ranking than 

the other methods. For example, the aspect “phone” is ranked 

at the top by the other methods. However, “phone” is a general 

but not important aspect. To better investigate the reasonability 

of the ranking results of the proposed approach, we refer to one 

public user-feedback report, i.e., the “China Unicorn 100 

customers iPhone feedbackreport”.This report shows that the 

top four aspects of iPhone product, which users most concern 

about, are “3G Network” (30%), “usability” (30%), “out-

looking design” (26%), “application” (15%). We can see that 

these four aspects are also ranked at top by our proposed aspect 

ranking approach. Moreover, Fig. 9 shows the correlations 

among the importance weights of some aspects obtained from 

the proposed approach. Due to the page limitation, the 

correlations among the top 10 aspects of three products are 

illustrated here. We can see that some aspects are correlated to 

each other reasonably, for example, the aspects “apps” and 

“storage” of the product iPhone 3GS, “design” and “touchpad” 

of Macbook, and ““focusing” and “speed” of Cannon Eos etc. 

 

 
 

 

Fig. 6.     Performance of aspect ranking in terms of 

NDCG@5. T-Test, p-values<0.05. 

Terms and their frequency: These features are individual 

words or word n-grams and their frequency counts. In some 

cases, word positions may also be considered. The TF-IDF 

weighting scheme from information retrieval may be applied 

too. These features are also commonly used in traditional 

topicbased text classification. They have been shown quite 

effective in sentiment classification as well. 

Part of speech tags: It was found in many early researches 

that adjectives are important indicators of subjectivities and 

opinions. Thus, adjectives have been treated as special features. 
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Fig. 7.    Performance of aspect ranking in terms of 

NDCG@10. T-Test, p-values<0.05. 

 

Syntactic dependency: Words dependency based features 

generated from parsing or dependency trees are also tried 

by several researchers. 

 
Fig 8, Performance of aspect ranking in terms of 

NDCG@15. T-Test, p-values<0.05. 

 

Negation: Clearly negation words are important 

because their appearances often change the opinion 

orientation. For example, the sentence “I don’t like this 

camera” is negative. However, negation words must be 

handled with care because not all occurrences of such 

words mean negation. For example, “not” in “not only … 

but also” does not change the orientation direction 

 
Fig 9 Sample aspect correlation of the products I 

phone 3GS,MACBOOK,and  Cannon Eos 

 

 

 

 

 

 

 

TABLE II 

 
A. Document-level Sentiment Classification 

 The goal of document-level sentiment classification is 

to determine the overall opinion of a given review 

document. A review document often expresses various 

opinions on multiple aspects of a certain product. The 

opinions on different aspects might be in contrast to each 

other, and have different degree of impacts on the overall 

opinion of the review document. For example, a sample 

review document of iPhone 4 is shown in Fig. 10. It 

expresses positive opinions on some aspects such as 

“reliability,” “easy to use,” and simultaneously criticizes 

some other aspects such as “touch screen,” “quirk,” 

“music play.” Finally, it assigns an high overall rating 

(i.e., positive opinion) on iPhone 4 due to that the 

important aspects are with positive opinions. Hence, 

identifying important aspects can naturally facilitate the 

estimation of the overall opinions on review documents. 

This observation motivates us to utilize the aspect ranking 

results to assist document-level sentiment classification. 

We conducted evaluations of document-level sentiment 

classification over the product reviews described in 

Section III-A. Specifically, we randomly sampled 100 

reviews of each product as testing samples and used the 

remaining reviews for training. Each review contains an 

overall rating, which is normalized to [0,1]. We treated the 

reviews with high overall rating (>0.5) as positive 

samples, and those with low rating (<0.5) as negative 

samples. The reviews with ratings of 0.5 were considered 

as neutral and not used in our experiments 

mailto:NDCG@10
mailto:NDCG@15
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Fig. 10.    Sample review document on product 

iPhone4. 

. We collected noun terms, aspects, and sentiment 

terms from the training reviews as features. Note that 

sentiment terms are defined as those appear in the 

sentiment lexicon provided by MPQA project. All the 

training and testing reviews were then represented into 

feature vectors. In the representation, we gave more 

emphasis on the important aspects, and the sentiment 

terms modifying them. Technically, the feature 

dimensions corresponding to aspect ak and its 

corresponding sentiment terms were weighted by 1+ϕ · k, 

where k is the importance score of ak, and ϕ is a tradeoff 

parameter and was empirically set to 100 in the 

experiments. Based on the weighted features, a SVM 

classifier was learned from the training reviews and used 

to determine the overall opinions on the testing 

reviews.We compared our approach with two existing 

methods, i.e., Boolean weighting and term frequency (TF) 

weighting. Boolean weighting represents each review into 

a feature vector of Boolean values, each of which 

indicates the presence or absence of the corresponding 

feature in the review. Term frequency (TF) weighting 

weights the Boolean feature by the frequency of each 

feature on the corpus. Table III shows the classification 

performance on the reviews of all the 21 products as well 

as the average performance over them. Here, our approach 

is termed as AR since it incorporates Aspect Ranking 

results into the feature representation. From Table III, we 

can see that our AR weighting approach achieves better 

performance than the Boolean and TF weighting methods. 

In particular, it performs the best on all the 21 products, 

and significantly outperforms the Boolean and TF 

weighting    methods by over 4.4% and 5.9% respectively, 

in terms of average F1measure. It is worthy to note that 

Boolean weighting is a special case of AR weighting. 

When we set all the aspects to be equally important, AR 

weighting degrades to Boolean weighting. From these 

results, we can conclude that aspect ranking is capable for 

boosting the performance of document-level sentiment 

classification effectively. In addition, the results also show 

that Boolean weighting achieves slight performance 

improvement over TF weighting by about 1.5% in terms 

of average F1-measure. This is consistent with previous 

research  

Opinion words and phrases: Opinion words are 

words that are commonly used to express positive or 

negative sentiments. For example, beautiful, wonderful, 

good, and amazing are positive opinion words, and bad, 

poor, and terrible are negative opinion words. Although 

many opinion words are adjectives and adverbs, nouns 

(e.g., rubbish, junk, and crap) and verbs (e.g., hate and 

like) can also indicate opinions. Apart from individual 

words, there are also opinion phrases and idioms, e.g., 

cost someone an arm and a leg. Opinion words and 

phrases are instrumental to sentiment analysis for obvious 

reasons. We will discuss them further later in this section. 

TABLE III 

PERFORMANCE OF DOCUMENT-LEVEL 

SENTIMENT CLASSIFICATION BY THE THREE 

FEATURE WEIGHTING METHODS, I.E., 

BOOLEAN,TERM FREQUENCY (TF), AND OUR 

PROPOSED ASPECT RANKING (AR) WEIGHTING. 

T-TEST, P-VALUES<0.05. 

 
B. Extractive Review Summarization 

As aforementioned, for a particular product, there is an 

abundance of consumer reviews available on the internet. 

However, the reviews are disorganized. It is impractical 

for user to grasp the overview of consumer reviews and 

opinions on various aspects of a product from such 

enormous reviews. On the other hand, the Internet 

provides more information than is needed. Hence, there is 

a compelling need for automatic review summarization, 
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which aims to condense the source reviews into a shorter 

version preserving its information content and overall 

meaning. Existing review summarization methods can be 

classified into abstractive and extractive summarization. 

An abstractive summarization attempts to develop an 

understanding of the main topics in the source reviews 

and then express those topics in clear natural language. It 

uses linguistic techniques to examine and interpret the text 

and then to find the new concepts and expressions to best 

describe it by generating a new shorter text that conveys 

the most important information from the original text 

document. An extractive method summarization method 

consists of selecting important sentences and paragraphs 

etc. from the original reviews and concatenating them into 

shorter from. In this paper, we focus on extractive review 

summarization. We investigate the capacity of aspect 

ranking in improving the summarization performance. As 

introduced above, extractive summarization is formulated 

by extracting the most informative segments (e.g. 

sentences or passages) from the source reviews. The most 

informative content is generally treated as the “most 

frequent” or the “most favorably positioned” content in 

existing works. In particular, a scoring function is defined 

for computing the in formativeness of each sentence s as 

follows 

I(s)=λ1 ·Ia (s) + λ2 ·Io (s); λ1 + λ2 =1 ,       (15) 

where Ia(s) quantifies the in formativeness of sentence 

s in terms of the importance of aspects in s, and Io(s) 

measures the in formativeness in terms of the 

representativeness of opinions expressed in s. λ1 and λ2 

are tradeoff parameters. Generally, Ia(s) and Io(s) are 

defined as follows: Ia(s): Most existing methods regard 

the sentences containing frequent aspects as important. 

They define Ia(s) simply based on aspect frequency as 

 
Io(s): The resultant summary is expected to include 

the opinionated sentences in source reviews, so as to offer 

a summarization of consumer opinions. Moreover, the 

summary is desired to include the sentences whose 

opinions are consistent with consumer’s overall opinion. 

Correspondingly, Io(s) is defined as: 

Io(s)= α· Subjective(s) + β ·Consistency(s).             

(17)  

Subjective(s) is used to distinguish the opinionated 

sentences from factual ones, and Consistency(s) measures 

the consistency between the opinion in s and the overall 

opinion as follows: 

Subjective(s)= Σ term in s| Polarity(term)|, 

Consistent(s) = −(overall rating−Polarity(s))2 ,(18) 

where Polarity(s) is computed as 

  

 
where Polarity(term) is the polarity of a particular 

term and ε is a constant to prevent zero for the 

denominator. With the in formativeness of review 

sentences computed by the above scoring function, the 

informative sentences can then be selected by the 

following two approaches: (a) sentence ranking (SR) 

method ranks the sentences according to their in 

formativeness and select the top ranked sentences to form 

a summarization; and (b) graph-based (GB) method 

represents the sentences in a graph, where each node 

corresponds to a particular sentence and each edge 

characterizes the relation between two sentences.  

A random walk is then performed over the graph to 

discover informative sentences. The initial score of each 

node is defined as its in formativeness from the scoring 

function in Eq. (15) and the edge weight is computed as 

the Cosine similarity between the sentences with unigram 

feature. As aforementioned, the frequent aspects might not 

be the important ones and aspect frequency is not capable 

for characterizing the importance of aspects. This 

motivates us to improve the above scoring function by 

exploiting the aspect ranking results, which indicate the 

importance of aspects. We define the in formativeness of 

sentence s in terms of the importance of aspects within it 

as: 

Iar(s)= Σ aspect in s importance(aspect), (20) 

where the importance(aspect) is the importance score 

obtained by our proposed aspect ranking algorithm in II-

C. The overall informativeness of s is then computed as: 

I(s)=λ1 ·Iar(s)+λ2 ·Io(s); λ1 + λ2 =1 . (21) 

We conducted evaluation on the product review 

corpus introduced in Section III-A to investigate the 

effectiveness of the above approach. We randomly 

sampled 100 reviews of each product as testing samples.  

The remaining reviews were used to learn the aspect 

ranking results. In order to avoid selecting redundant 

sentences commenting on the same aspect, we adopted the 

strategy proposed in. Specifically, after selecting each 

new sentence, we updated the in formativeness of the 

remaining sentences as follows: the in formativeness of a 

remaining sentence Si commenting on the same aspect 

with a selected sentence S j was reduced by exp {−η · 

similarity (Si, S j) } where similarity( . ) is the Cosine 

similarity between two sentences with unigram feature. η 

is a tradeoff parameter and was empirically set to 10 in the 

experiments. We invited three annotators to generate the 

reference summaries for each product. Each annotator was 

invited to read the consumer reviews of a product and 

write a summary of up to 100 words individually by 

selecting the informative sentences based on her own 

judgements. We adopted ROUGE (i.e., Recall Oriented 

Understudy for Gisting Evaluation) [17] as the 
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performance metric to evaluate the quality of the 

summary generated by the above methods. ROUGE is a 

widely used evaluation metric of summaries [17]. It 

measures the quality of a summary by counting the 

overlapping N-grams between it and a set of reference 

summaries generated by human. 

 
where n stands for the length of the n-gram, i.e., 

gramnn.  Count match (gramn) is the maximum number of n-

grams co-occurring in the candidate summary and the 

reference summaries. We compared the summarization 

methods using  aspect ranking results as in Eq. (21) with 

the methods using the traditional scoring function in Eq. 

(15). In particular, four methods were evaluated: SR and 

SR AR, i.e., Sentence Ranking [29] with the traditional 

scoring function and the proposed function based on 

Aspect Ranking, respectively; GB and GB AR, i.e.,  

Graph-based method with the traditional and proposed 

scoring functions, respectively. The tradeoff parameters 

λ1, λ2, α, and β were empirically set to 0.5, 0.5, 0.6, and 

0.4, respectively. Here, we reported summarization 

performance in terms of ROUGE1 and ROUGE-2 

corresponding to unigrams and bigrams, respectively. 

TABLE IV 

PERFORMANCE OF EXTRACTIVE REVIEW 

SUMMARIZATION IN TERMS OF ROUGE-1. T-

TEST, P-VALUES<0.05. 

 
 

 

 

TABLE V 

PERFORMANCE OF EXTRACTIVE REVIEW 

SUMMARIZATION IN TERMS OF ROUGE-2. T-

TEST, P-VALUES<0.05 

 
 

Table IV shows the ROUGE-1 performance on each 

product as well as the average ROUGE-1 over all the 21 

products, while Table V provides the corresponding 

performance in terms of ROUGE-2. From these results, 

we can obtain the following observations: 

• By exploiting aspect ranking, the proposed SR AR 

and GB AR approaches outperforms the traditional SR 

and GB methods, respectively. In particular, SR AR 

obtains performance improvements over SR by around 

9.5% and 16% in terms of average ROUGE1 and 

ROUGE-2, respectively. GB AR achieves around 9.1% 

and 22.6% improvements over GB in terms of average 

ROUGE-1 and ROUGE-2, respectively; 

 

 • Consider the ROUGE-1 results in Table IV, SR AR 

performs better than SR on 17 out of the 21 products and 

performs the same on the remaining four products, while 

GB AR outperforms GB on all the 21 products. For the 

ROUGE-2 results in Table V, SR AR and GB AR achieve 

better performance on all the 21 products compared to SR 

and GB, respective 

• The graph-based methods, i.e., GB AR and GB, 

obtain slight performance improvements compared to the 

corresponding sentence ranking methods, i.e., SR_ AR 

and SR.; 

In summary, the above results demonstrate the 

capacity of aspect ranking in improving extractive review 

summarization. With the help of aspect ranking, the 

summarization methods can generate more informative 

summaries consisting of consumer reviews on the most 

important aspects. Table VI illustrates sample summaries 

of the product Sony Handy cam Camcorder.  

We can see that the summaries from the methods 

using aspect ranking, i.e. SR_AR and GB_AR, contain 
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consumer comments on the important aspects, such as 

“easy to use”, and are more informative than those from 

the traditional methods. 

IV. RELATED WORKS 

In this section, we review existing works related to the 

proposed product aspect ranking framework, and the two 

evaluated real-world applications. We start with the works 

on aspect identification. Existing techniques for aspect 

identification include the supervised and unsupervised 

methods. Supervised method learns an extraction model 

from a collection of labeled reviews. The extraction 

model, or called extractor, is used to identify the aspects 

in new reviews. Most existing supervised methods are 

based on the sequential learning (or sequential labeling) 

technique For example, Wong and Lam  learned aspect 

extractors using Hidden  Markov Models and Conditional 

Random Fields, respectively. Jin and Ho learned a 

lexicalized HMM model to extract aspects and opinion 

expressions, While Li et al. integrated two CRG 

variations, i.e., Skip CRF and Tree-CRF. All these 

methods require sufficient labeled samples for training. 

However, it is time-consuming and labor-intensive to 

label samples. On the other hand, unsupervised methods 

have emerged recently. The most notable unsupervised 

approach was proposed by Hu and Liu. They assumed that 

product aspects are nouns and noun phrases. The approach 

first extracts the nouns and noun phrases as candidate 

aspects. The occurrence frequencies of the nouns and 

noun phrases are counted, and only the frequent ones are 

kept as aspects. Subsequently, Popescu and Etzioni 

proposed the OPINE system, which extracts aspects based 

on the Know It All Web information extraction system. 

Mei et al. utilized a probabilistic topic model to capture 

the mixture of aspects and sentiments simultaneously. Su 

et al. designed a mutual reinforcement strategy to 

simultaneously cluster product aspects and opinion words 

by iteratively fusing both content and sentiment link 

information. Recently,  Wu et al. utilized a phrase 

dependency parser to extract noun phrases from reviews 

as aspect candidates. They then employed a language 

model to filter out those unlikely aspects. After identifying 

the aspects in reviews, the next task is aspect sentiment 

classification, which determines the orientation of 

sentiment expressed on each aspect in a review.  

There are two main aspect sentiment classification 

approaches, i.e., the lexicon-based approach and the 

supervised learning approach. The lexicon-based  

 

methods aretypically unsupervised.They rely on a 

sentimentlexicon containing a list of positive and negative 

words. Hence, the lexicon is crucial to sentiment 

classification. To generate a high-quality lexicon, the 

bootstrapping strategy is usually employed. For example, 

Hu and Liu started with a set of adjective seed words for 

each opinion class (i.e., positive and negative). They 

utilized synonym/antonym relations defined in Word Net 

to bootstrap the seed word set, and finally obtained a 

lexicon of positive and negative sentiment words. Ding et 

al. presented a holistic lexicon-based method to improve 

Hu’s method  by addressing two issues: the opinions of 

sentiment words would be content sensitive, and may 

conflict in the review. They derived a lexicon by 

exploiting some constraints.  

On the other hand, the supervised learning methods 

classify the opinions on aspects by a sentiment classifier 

learned from training corpus. Many learning based models 

are applicable, such as Support Vector Machine (SVM), 

Naive Bayes and Maximum Entropy (ME) model etc. 

More comprehensive literature review of aspect 

identification and sentiment classification can be found in. 

 As aforementioned, a product may have hundreds of 

aspects and it is necessary to identify the important ones. 

To our best knowledge, there is no previous work 

studying the topic of product aspect ranking. Although 

Snyder and Barzilay formulated a multiple aspect ranking 

problem, the ranking is actually to predict the ratings on 

individual aspects, i.e., analyze the opinions on individual 

aspects. This work has no content related to mining aspect 

importance and ranking aspects according to their 

importance 

Document-level sentiment classification aims to 

classify an opinion document as expressing a positive or 

negative opinion. Existing works use unsupervised, 

supervised or semi-supervised learning techniques to 

build document level sentiment classifiers. Unsupervised 

method usually 

Step 1: It extracts phrases containing adjectives or 

adverbs. The reason for doing this is that research has 

shown that adjectives and adverbs are good indicators of 

subjectivity and opinions. However, although an isolated 

adjective may indicate subjectivity, there may be an 

insufficient context to determine its opinion orientation. 

Therefore, the algorithm extracts two consecutive words, 

where one member of the pair is an adjective/adverb and 

the other is a context word. Two consecutive words are 

extracted if their POS tags conform to any of the patterns 

in Table 1. For example, the pattern in line 2 means that 

two consecutive words are extracted if the first word is an 

adverb and the second word is an adjective, but the third 

word (which is not extracted) cannot be a noun. 

 
Example : In the sentence, “This camera produces 

beautiful pictures”, “beautiful pictures” will be 

extracted as it satisfies the first pattern 
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Step 2: It estimates the orientation of the extracted 

phrases using the pointwise mutual information (PMI) 

measure given in Equation 1:   

 
Here, Pr(term1 ∧ term2) is the co-occurrence 

probability of term1 and term2, and Pr(term1)Pr(term2) 

gives the probability that the two terms co-occur if they 

are statistically independent. The ratio between Pr(term1 

∧ term2) and Pr(term1)Pr(term2) is thus a measure of the 

degree of statistical dependence between them. The log of 

this ratio is the amount of information that we acquire 

about the presence of one of the words when we observe 

the other 

The opinion orientation (oo) of a phrase is computed 

based on its association with the positive reference word 

“excellent” and its association with the negative reference 

word “poor”: 

oo(phrase) = PMI(phrase, “excellent”) −  

PMI(phrase, “poor”). (2)  

The probabilities are calculated by issuing queries to a 

search engine and collecting the number of hits. For each 

search query, a search engine usually gives the number of 

relevant documents to the query, which is the number of 

hits. Thus, by searching the two terms together and 

separately, we can estimate the probabilities in Equation 

1. Turney [95] used the AltaVista search engine because it 

has a NEAR operator, which constrains the search to 

documents that contain the words within ten words of one 

another, in either order. Let hits(query) be the number of 

hits returned. Equation 2 can be rewritten as:   

Step 3: Given a review, the algorithm computes the 

average oo of all phrases in the review, and classifies the 

review as recommended if the average oo is positive, not 

recommended otherwise.  

For pattern learning, a set of syntactic templates are 

provided to restrict the kinds of patterns to be learned. 

Some example syntactic templates and example patterns 

are shown below.   

Syntactic template           Example pattern 

<subj> passive-verb      <subj> was satisfied 

<subj> active-verb   <subj> complained    active 

verb<dobj>   endorsed <dobj>       noun aux <dobj>  

 act is <dobj>           passive-verb prep <np>   was 

worried about <np>  

Before discussing algorithms which also perform 

sentiment classification of subjective sentences, let us 

point out an assumption made in much of the research on 

the topic.  

Dependency parsing was used to identify all nouns 

and adjective-noun pairs using the Stanford Dependency 

Parser which generates constituent dependencies called 

“Stanford Dependencies”, instead of generating 

dependency trees according to the traditional CoNLL-

format   

 
TABLE VI 

SAMPLE EXTRACTIVE SUMMARIES OF THE 

PRODUCT Sony Handycam Camcorder. 
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relies on a sentiment lexicon containing a collection of 

positive and negative sentiment words. It determines the 

overall opinion of a review document based on the 

number of positive and negative terms in the review. 

Supervised method applies existing supervised learning 

models, such as SVM and Maximum entropy (ME) etc.  

While semi supervised approach exploits abundant 

unlabeled reviews together with labeled reviews to 

improve classification performance The other related topic 

is extractive review summarization, which aims to 

condense the source reviews into a shorter version 

preserving its information content and overall meaning. 

 Extractive summarization method forms the summary 

using the most informative sentences and paragraphs etc. 

selected from the original reviews. The most informative 

content generally refers to the “most frequent” or the 

“most favorably positioned” content in exiting works. The 

two widely used methods are the sentence ranking and 

graph-based methods . In these works, a scoring function 

was first defined to compute the in formativeness of each 

sentence. Sentence ranking method ranked the sentences 

according to their informativeness scores and then 

selected the top ranked sentences to form a summary. 

 Graph-based method  represented the sentences in a 

graph, where each node corresponds to a sentence and 

each edge characterizes the relation between two 

sentences. A random walk was then performed over the 

graph to discover the most informative sentences, which 

were in turn used to compose a summary 

 

V. CONCLUSIONS 

 

In this article, we have proposed a product aspect 

ranking framework to identify the important aspects of 

products from numerous consumer reviews. The 

framework contains three main components, i.e., product 

aspect identification, aspect sentiment classification, and 

aspect ranking. First, we exploited the Pros and Cons 

reviews to improve aspect identification and sentiment 

classification on free-text reviews. We then developed a 

probabilistic aspect ranking algorithm to infer the 

importance of various aspects of a product from numerous 

reviews. The algorithm simultaneously explores aspect 

frequency and the influence of consumer opinions given 

to each aspect over the overall opinions. The product 

aspects are finally ranked according to their importance 

scores. We have conducted extensive experiments to 

systematically evaluate the proposed framework. The 

experimental corpus contains 94,560 consumer reviews of 

21 popular products in eight domains. This corpus is 

publicly available by request. Experimental results have 

demonstrated the effectiveness of the proposed 

approaches. Moreover, we applied product aspect ranking 

to facilitate two real-world applications, i.e., document 

level sentiment classification and extractive review 

summarization. Significant performance improvements 

have been obtained with the help of product aspect 

ranking. 
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