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Abstract— online advertising is major source of revenue for 

today’s online world. With rapid development of E-commerce 

audiences put higher requirements on personalized Internet 

advertisements.This study focus on developing a famework for 

personalized Internet advertisement recommendation service. 

Personalized advertisement aims to most suitable advertisement 

for anonymous users on website. All advertisements are 

categorized by commercial categories provided by yahoo. Then 

keywords are extracted from each advertisement and the most 

correlated keywords to each category are identified through 

Term Frequency and Inverted Domain Frequency (TF-IDF) 

analysis. Thus, the ontology of the advertisement is built. 

Normalized Google Distance (NGD) relationships between 

keywords are computed to derive the characteristic vector  of 

each advertisement. Besides, based on user’s responses to some 

advertisements, the user profile, which describes a user’s 

preferences for advertisements, is established through logistic 

regression. Finally, for a new advertisement, a recommendation 

value is computed by using the characteristic vector and the user 

profile. The value is used to determine whether  this 

advertisement should be recommended to the user or not. A 

prototype website for verifying the proposed schemes was 

developed. 
 

Keywords— Internet advertisement, Recommendation, Term 

Frequency and Inverted Domain Frequency, Logistic Regression 
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I. INTRODUCTION 

Personalization of online advertising is a great challenge 

while the market is moving and adapting to the realities of the 

Internet. Many existing approaches to advertisement 

recommendation are based on demographic targeting or on 

information gained directly from the user. Internet is constantly 

innovated and matured, user and usage information can be 

recorded and preserved. To recommend an advertisement to a 

user, first analyze the contents of the advertisement and 

categorize it. One can collect and analyze this information to 

find a particular user’s interests and hobbies. This helps the 

user find the information that is most relevant to him/her and 

therefore increases the effectiveness of the advertisement. The 

interactive nature of the Internet, the behavior of the user and 

the products that he/she selects can be used as a basis for the 

recommendation. This paper presents an integrated approach to 

analyzing advertisements and recommending them according 

to user’s interests. It is briefly described as follows. 

Keyword identification is the first step to identify 

keywords. The CKIP Chinese word segmentation system [1] 

can separate paragraphs into the smallest units of terms and 

individual phrases. It is used to extract the necessary keywords 

needed for categorization. Term Frequency and Inverse 

Document Frequency (TF-IDF) values [2] are used to 

determine what category the keywords are correlated to. Thus, 

the advertisement ontology can be established through 

categorization, keyword extraction and correlation 

determination,. Then, by using the NGD (Normalized Google 

Distance) values [3], relationships between different keywords 

are identified, which can be used to describe the characteristic 

vector of an advertisement. Based on user’s responses to some 

advertisements, user profile, which describes a user’s 

preferences for advertisements, is established through logistic 

regression. Finally, by using the characteristic vector of an 

advertisement and the user profile, a recommendation reference 

value for this advertisement is computed. Thus,this 

advertisement is recommended to the user or not is determined 

according to this reference value. 

In this paper related work is describes in Section II. The 

theory of the operations is given in the Section III. In Section 

IV is Conclusion. 

II. RELATED WORK 

A. Personalized Advertisement Recommendation 

In the world of e-commerce, users are interested to get 

personalized content on sites they often visit. Advertisement on 

sites is a way of generating the revenue for publisher and 

supports availability of free contents on internet. Internet 

advertising generally performs advertisement recommendation 

by applying pre-specified rules or conditions. For example, if 

user pays some fee to a web server, for advertisements, this 

advertisement will pop up when a user visits this web server. 

However, the user may have no interests in the recommended 

advertisements. That is, the user will not click the 

advertisements or even to read them, and hence the 

effectiveness of the advertising will be poor. Therefore, to 

increase the effectiveness of personalized advertisement, we 

recommends the advertisements meeting users’ preferences, is 

a important issue for internet advertising. Another approaches 

to this issue recommend related commercial advertisements to 

a user according to his or her purchase records or even 

browsing records [4][5][6]. However, such an approach can 
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only be applied to specific kind of advertisements 

recommendation. To recommend a general advertisement, a 

more flexible and automatic methodology should be 

developed. To solve this problem, this study proposed a 

framework for performing personalized internet advertisement 

recommendation based on keyword similarity and the 

advertisements that the user has interest can be determined. 

 
B. Ontology 

Ontology is the core technology originates from philology. 

Ontology is defined generally as a formal, explicit specification 

of a shared conceptualization. In other words ontology is a 

shared and common understanding of some domain that can be 

communicated across people and computers. [7] Ontology can 

be shared and reused among different applications. Ontology 

can be regarded as a dictionary that consists of words and 

relations. The website directory service was used as ontology 

to identify user’s browsing behaviors on Internet so as to 

discover user preferences for providing effective personalized 

services. 

 
C. Logistic Regression 

Regression is a useful technique to explain relationships 

between variables and to predict a quantitative response. Linear 

regression is commonly used for predictive analysis. Most 

regression examples use continuous dependent variables. 

However, in contrast, logistic regression is appropriate 

regression analysis to conduct when the dependent variable is 

binary or dichotomous. Application of logistic regression is 

used to build indicator for prediction [9]. In this study, since 

the final recommendation is dichotomous, i.e., yes or no. The 

details will be elaborated in Section III. 

 
D. NGD (Normalized Google Distance) 

NGD is a semantic similarity measure between two terms 

using the number of hits returned by Google search engine as 

searching the terms. Words with the same or similar meanings 

tend to be close in terms of Google distance, while words with 

dissimilar meanings tend to be farther apart. In this study, the 

similarity of keywords is identified by utilizing the NGD 

values so as to determine the characteristic vector of an 

advertisement. Further details will be provided in Section III 

 

III. THEORY OF OPERATIONS 

A. Architecture of the Proposed Recommendation Service 

 
This paper presents an integrated personalized 

recommendation service based on keywords extracted from 

real advertisements. The objective is to display and recommend 

advertisement/commercial to draw user’s attention and 

interests. The architecture and flow of the system is shown in 

Figure 1: 

 

 
Fig.1. System Architecture 

 
B. Implementation Details 

The proposed personalized advertisement recommendation 

service consists of four main steps: 

 

Step 1: Building Advertisement Ontology 

 
At first, we need to find the keywords in the content of an 

advertisement. The CKIP Chinese word segmentation   system 

[1] is used to separate all terms. All terms have their 

characteristics as shown in Figure 2. For nouns, there is Na 

(normal nouns), Nb (special nouns), Nc (place nouns), and 

Nd (time nouns). Using YAHOO [11] category classifications, 

as shown in Figure 3, some advertisement samples are selected 

from each category. These advertisement samples are passed 

through CKIP Chinese word segmentation system to obtain all 

Na (normal nouns), Nb (special nouns), Nc (place nouns), and 

Nd (time nouns). Then, TF-IDF (term frequency–inverse 

document frequency) is used to filter out the keywords for 

further analysis. 
 

 

Fig.2.Term classification 
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Fig.3.Advertisement classification 

 
Term Frequency (TF) and Inverse Document 

Frequency(IDF) are common techniques for data indexing 

searches and data mining. When a term shows up frequently 

(high TF) in a document and seldom in others (high IDF), the 

term is a 

good candidate as keyword differentiator. The TermFrequency 

(TF) of a term ti is formulated as. 

 
Where ni,j is the number of occurrences of ti in document 

dj,the denominator is total occurrences of all terms in 

document dj. IDF (inverse document frequency) is a popularity 

measurement of a term. It is the ratio of the total number of 

documents to the number of documents containing that term. It 

is formulated as. 

 
where |D| is the number of documents in the set, and |{j:ti_dj}| 

is the number of documents containing term ti (i.e., the 

number of documents with ni,j≠0). Note that if the term is not 

in the document set, |{j: ti_dj}|=0. So, we have the 

formulation. 

 
When a term has high document frequency, it will have small 

IDF value. Thus, even if this term has high TF value in a 

document, it still has small TF-IDF value. TF-IDF will filter 

out common words and leave important keywords .After all 

keywords in each category are identified, then ontology for the 

advertisement world can be established. An example is shown 

in Figure 4 Example of Advertisement Ontology. 
 

Fig.4.Example of Advertisement Ontology 

 

Step 2: Advertisement Characteristic Vector 

 
After Step 1, assume that the ontology has n different 

categories,denoted as C1, C2, …, Cn, and each category has m 

correlated keywords, denoted as KCi,j, 1≤i≤n, 1≤j≤m.For 

an  advertisement  A,  after  keyword  extraction,  assume  that 

there are s keywords (KAh, 1≤h≤s), the similarity of the 

keywords KAh and the keywords KCi,j in each category    C1, 

C2,  …,  Cn  will  be  computed  based  on  NGD (Normalized 

Google Distance) [3]. The definition is given in the following 

formula. 

 
where f(wi) and f(wj) are the number of search results of 

word wi and word wj, respectively; f(wi, wj) is the number of 

search results of word wi and wj; N is the total number of 

pages in the Google search engine. 

Because NDG value represents the similarity between terms, 
we can derive the similarity of an advertisement A and 
category ci by computing the average NGD of all keywords in 

advertisement A (KAh, 1≤h≤s) and all keywords in category 

Ci as follows: 

 
The above values can then be used to define the 

characteristic value of an advertisement A: 

 
Z= (Sim(A, C1), Sim(A, C2), …, Sim(A, Cn)) (5) 

 
The main objective of this research is to design an 

integrated advertisement recommendation service based on 

user’s preference. Formula (5) defines a characteristic value of 

an advertisement for such design. 

 
Step 3: User Profile Establishment 

 
Step 1 defines the advertisement ontology with all related 

keywords. Step 2 has advertisement characteristic vector 

defined. The characteristic vector represents the similarity with 

the advertisement category. In the following step, a user profile 

is established as follows: First of all, take some sample 

advertisements and use Step 2 to generate characteristic vectors 

for all advertisements. Next, the user preferences on these 

advertisements are collected through some interview process 

(online or telephone survey). In this system, an on-line survey 

is used. After registration, a user will pick favorite 

commercials from a list of advertisements. Through these 

feedbacks, the system can derive the user profile through 

logistic regression. The user profile is a set of weights to 

describe the user preferences on these advertisements. Here at, 

let us deviate for a while to introduce the Logistic regression. 

Logistic regression describes the relationship between a binary 

dependent variable and one or more predictors. In practice, the 

binary dependent variable can be success or failure, pass or no 

pass,   meet   or   no   meet.   With   Logistic   Regression,  the 
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relationship of the dependent variable f(Z) and n independent 

variables Z1, Z2, …, Zn is defined as follows: 

f(Z)=β0+β1Z1+β2Z2+……+βn 

The above formula can be used to identify the user profile, 

which is the set of user’s preference weights on advertisement 

categories. For a user profile U=(β0, β1, …,βn), and 

advertisement d with characteristic vector Zd=(Zd1, 

Zd2, …, Zdn), the logistic function is 

f(Zd)=β0+β1Zd1+β2Zd2+……+βnZdn. (6) 

Through SPSS software, a regression analysis on  Formula 

(6) is done based on user’s feedback data to obtain the user 

profile U=(β0, β1, …, βn), which becomes the feature set of 

the user. 

 
Step 4: Targeted Advertisement Recommendation 

 
For a new advertisement A, assume that after word 

segmentation process, s keywords in A, denoted as KAh, 1≤h

≤s,  are  derived.  Let  KCi,j  represents  the  ith attribute 

(i.e.,correlated keyword) in the jth category. With Step 2, 

through NGD analysis on the keywords KAh and KCi,j, the 

advertisement characteristic vector Z=(Sim(A, C1), 

Sim(A,C2), …, Sim(A, Cn)) is obtained. Besides, according to 

Step3, the user profile U=(β0, β1, …, βn) is derived. Thus, the 

recommendation value f(Z)=β0+β1Z1+β2Z2+……+βnZn  can 

then be computed. When f(Z)≥0, it implies that the user is 

interested at the advertisement A, and hence A is 

recommended to the user. In contrast, when f(Z)<0, the 

advertisement A is of no interest to the user. 

CONCLUSIONS 

Internet advertisement is a popular and effective tool for 

on-line marketing. We proposes a practical method to provide 

targeted and customized advertising services. A better 

marketing efficiency is reached through precise matching of 

advertisement characteristics and a user’s profile. This can 

improve user’s shopping experience of online marketing and it 

also increase customer’s spending power to achieve overall 

economic growth. We also include a self-improving and 

correction system by taking feedbacks of users. 
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