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     Abstract— Recommender systems give suggestion according 

to the user preferences. The number of contents and books in a 

university size library is enormous and a better than ever. 

Readers find it extremely difficult to locate their favorite books. 

Even though they could possibly find best preferred book by 

the user, finding another similar book to the first preferred 

book seems as if finding an in nail the ocean. That is because 

the second preferred book might be at very last edge of long 

tail. So recommender system is often a requirement in library 

that should be considers and need it to come into make the 

above finding similar. They have become fundamental 

applications in electronic commerce and information retrieval, 

providing suggestions that effectively crop large information 

spaces so that users are directed toward those items that best 

meet their needs and preferences. A variety of techniques have 

been suggested for performing recommendation, including 

collaborative technique and its three methods which are Slope 

One used for rating prediction, Pearson’s correlation used for 

finding the similarity between users and last but not the least 

item to item similarity. To upgrade the performance, these 

methods have sometimes been combined in hybrid 

recommendation technique. 

    Index Terms— Collaborative, Hybrid, Item to item similarity, 

Pearson’s correlation, Recommender, Slope one. 

I. INTRODUCTION 

Recommender Systems (RS) are software tools and 

techniques providing suggestions for items to be of use by 

the user. Recommender systems have evolved since the early 

1990's as a response to increasing information overload. 

These systems help users to identify a subset of items within 

a large information space. Unlike ordinary keyword search 

systems, recommenders attempt to find items that match user 

tastes and the user's sense of quality.  

       In their simplest form, recommendations are offered as 

ranked lists of books. In performing this ranking[6], RSs 

keep try to predict what are the most suited products or 

services, based on the user’s taste[6] and restraint. 

       In order to complete such a computational job [6], RSs 

collect from users their preferences and taste, which are 

either explicitly or specifically expressed [6], e.g., as ratings 

for items, or are assume by interpreting user actions. Also by 

combining ideas from user profiling, information filtering 

and machine learning, recommender systems have proven to 

be effective at delivering the user a more intelligent service. 

       In general two recommendation strategies are widely 

considered: Content-based recommenders depend on content or 

descriptions of the items that are being recommended to the 

user and another one is of the most successful technologies for 

recommender systems is Collaborative Filtering (CF). 

Collaborative filtering systems use the perspective of a group to 

recommend items to individuals. For example in case of book 

recommendation, a collaborative filtering recommender would 

identify other people who share a user’s book tastes, and would 

then recommend the book to user that those "neighbors" liked 

but that user hadn't yet read. To limit the disadvantages of 

individual RS systems these systems are combined in a new 

hybrid system. Generally there are several approaches to 

implement hybrid system, some of them are: (a) Implementing 

various methods separately and combine their 

recommendations (b) Incorporating some characteristics of one 

method into another method and vice versa. 

II. SYSTEM ARCHITECTURE

Fig 1. System Architecture 
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Fig 1 shows the system architecture. In this system, when 

new user comes a login page will appear. After login, system 

provides some list of books so that according to his/her taste 

he/she gives ratings to those books. 

Application Database is data repository which is created by 

using user’s profile, his interest, current data as well as 

historical data. The next block is Data Mining. In this, 

preprocessing of data is carried out by removing special 

symbols, duplicates etc. Then this data is fed to next block 

which is Hybrid Filtering. It collect frequent items set as input 

and generate recommendation set for user by finding similarity 

between users and items using cosine and Pearson’s algorithm 

and predicting the rating of user on particular item by using 

slope one method. 

In Recommender Database, all recommendation result 

which is recommended by recommender engine and it provide 

data to Recommender Service Provider for further 

recommendation. Last block is Recommender Service Provider. 

It periodically analyzes all recorded data to generate 

recommendation. 

III. PROPOSED SYSTEM

The proposed system performs different functions in which first 

is User Profile. When user first visit to the login page, system 

provide some list of books so that according to his/her taste 

he/she gives ratings to those books. By predicting interest of 

user according to rating or predilection given by user 

recommendations are given to the user. In the next step that is 

Rating Prediction, rating of some unrated item is calculated 

which are somehow resemble with taste of user’s similar to 

another user by using slope one collaborative filtering 

algorithm. Rating value is determined by using available rating 

values of other users.  

Then the further step is Graph Construction. After 

extracting the data from database the first job is constructing 

the graph of all the valid available data. After that the strong 

association between item to item and user to user is determine. 

Due to graph, the effectiveness of the algorithm improves 

because rather than taking whole data set for processing by 

generating graph and there sub-graph and apply algorithm on 

sub-graph so that it takes slighter time for execution.  

 Recommendation technique is used for predicting user’s 

taste according to preferences and rating given by user. It is 

calculated by using collaborative filtering algorithm [7]. There 

are different types of collaborative filtering algorithm for 

determining relationship between item to item, items to person 

etc. The Personalization feature of system is that one algorithm 

which is used to develop the system is collaborative filtering. 

Collaborative filtering has three methods. Collaborative 

filtering Slope one method use for rating prediction, Cosine 

method [7] gives relationship between item and item and 

Pearson correlation method gives the relationship between user 

and user. 

IV. ALGORITHM DETAILS

A. Item-based Collaborative Filtering Algorithm: 

In this section we study a class of item-based 

recommendation algorithms for producing predictions to users. 

The item-based approach looks into the set of items the target 

user has rated and computes how similar they are to the target 

item i and then selects k most similar items {i1, i2. . . ik }. At 

the same time their corresponding similarities {si1, si2,. . . sik } 

are also evaluated. Once the similarities between items are 

found, the prediction is then evaluated [1] by taking a weighted 

average of the target user’s ratings on these resembling items. 

We depict these two views namely, the similarity computation 

and the prediction generation in details here [2]. 

B.  Item Similarity Computation: 

One critical step in the item-based collaborative 

filtering algorithm is to compute the similarity between items 

and then to select the most resembling items. The basic idea in 

similarity evaluation between two items[1] i and j is to first 

isolate the users who have rated both of these items and then to 

apply a similarity computation technique to determine the 

Similarity sim(i, j) . 

Fig.2 item-item similarity matrix 

       Here in fig 2, the matrix rows represent users and the 

columns represent items[3]. There are a number of different 

ways to compute the commonality between items. Here we 

represent two such methods. These are cosine-based similarity 

and correlation-based similarity [2]. 

C. Cosine-based Similarity: 

In this case, two items are thought of as two vectors in the 

m dimensional user-space. The similarity between them is 

measured by the cosine of the angle between these two 

vectors[3]. Formally, in the m × n ratings matrix in above 

figure, similarity between items i and j, denoted by 
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 sim (i, j) is given by 

…….. (1) 

Where “·” denotes the dot-product of the two vectors. 

D. Pearson’s Correlation Coefficient: 

One of the most often used similarity metrics in 

collaborative-based system Pearson’s is correlation coefficients 

.Pearson’s Algorithm is a type of memory based collaborative 

filtering algorithm. 

Pearson’s correlation reflects the degree of linear 

relationship between two variables, i.e. the extent to which the 

variables are related, and ranges from +1 to -1. A correlation of 

+1 means that there is a perfect positive linear relationship 

between variables or in other words two users has very similar 

tastes, whereas a negative correlation indicates that the users 

have dissimilar tastes. 

Pearson’s algorithm is used to determine the degree of 

correlation between an active users a and another users’ b[4]. A 

formula which is commonly used for Pearson’s correlation 

coefficients is: 

…….. (2) 

Where:  

a: active user 

b: another users of the system  

n: the number of items that both the active user and ALL 

recommender users have rated.  

rau: is the average ratings of the active user 

rbu: is the average of another user b’s ratings  

w(a,b): the degree of correlation between user a and user b. 

Then, the prediction for user a on item i denoted by p(a,i) is 

calculated as follows: 

Where, t is the total number of users[5]. 

A. Slope One Algorithm: 

Slope one is a simple algorithms used for producing 

predictions to users. This algorithm uses item-

based collaborative filtering which is based on ratings. 

 In this algorithm, how much better one item is liked than 

another is determined in a pairwise fashion.  It uses a simpler 

form of regression with a single free parameter f(x)=x+b . The 

free parameter is then simply the average difference between 

the two items' ratings. It was shown to be much more accurate 

in some instances, and it takes half the storage or less. 

Slope One algorithm process: firstly, calculate the 

average deviation devj,i of the target item j with other item i; 

then, predict the rating P(u,j) of the currently active user u on 

the target item j. Calculate the deviation. Given user rating 

vector set Sj,i(SU)-, the average deviation devj,i (mean 

difference between item j and item i) is calculated. 

…….. (4) 

Formula: 

…….. (5) 

Where, 

P(u,j) : is the predicted value of item j for target user u. 

ru,I : rating given by user u to item i. 

ru,j : rating given by user u to item j. 

devj,i : is the deviation value calculated.  

cj,i : denotes the number of Sj,i(SU). 

Firstly, the difference between the averages of two 

items can be calculated via subtract operation. Then, once one 

item’s value is available, the other’s value can be predicted 

according to such difference. The process can be illustrated in 

Fig. For two users (A and B) and two items (I and J) in user-

item matrix, the values of these two items for user a are known 

and the differential from I to J is 1.5-1=0.5. Thus, the item J’s 

value for user B can be predicted via this mapping relationship, 

that is, 2+(1.5-1)=2.5. 

Hence, the average of these differentials will be taken 

for predication. 

 Fig.3. Example of Slope one. 

V. CONCLUSION 

  In this paper recommendation system gives the solution 

to user’s taste but recommendation using collaborative filtering 

http://en.wikipedia.org/wiki/Collaborative_filtering
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hybrid increase the efficiency of algorithm.Item-item based 

collaborative filtering algorithm form the association between 

item to item. Pearson's correlation algorithm used to determines 

the association  between user to user, so hybrid algorithm of 

this techniques guide to personify the result of 

recommendation. Hence, by using these methods Pearson’s 

correlation, slope one, and item-item based collaborative 

filtering user’s interest is achieved. 
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